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ABSTRACT - The proceed paradigm of cloud 

computing, e.g., Amazon Elastic cipher Cloud (EC2), 

guarantees a extremely flexible however strong 

setting for large-scale perform.  Ideally, whereas 

multiple virtual machines (VM) share an equivalent 

nature property each perform ought to be allot to 

associate degree severally managed VM and isolated 

from each other .like that, the absence of natural 

isolation inevitably opens doors to variety of care 

threats. This demonstrate in EC2 a brand new variety 

of security vulnerability caused by competition 

between virtual I/O workloads - i.e., by investing the 

competition for shared resources associate degree 

individual may designedly curtail the execution of a 

targeted application during a VM that shares an 

equivalent hardware. specially, we have a tendency 

to specialise in I/O resources like hard-drive turnout 

and/or network information measure - that area unit 

essential for data-intensive applications .This model   

implement SORCE, a framework that uses a 

fastidiously designed tasks at hand to incur important 

delays on the driven perform and VM with minimum 

value. 

Keywords Cloud Computing, i/o resources, ,Multiple 

Access, Security ,virtual Machine 

1. INTRODUCTION  

A cloud computing system offers to its users the 

illusion of “infinite” computing and storage capacities 

on an on-demand basis .Samples of business cloud 

computing platforms embrace Amazon Elastic reason 

Cloud  (EC2) and straightforward Storage Service 

(S3), Google App Engine, Microsoft Azure, etc. 

Virtualization plays a vital role in cloud computing. 

Especially, for the purpose of measurability and 

adaptability of resource delivery, a cloud ADPS 

doesn't give every user with a unique physical 

machine - instead, it allocates each user to associate 

degree severally managed virtual machine (VM) 

which may be dynamically created, modified, and 

migrated. Samples of such a platform embrace Xen 

VM for Amazon EC2 and therefore the .NET-based 

run-time surroundings for Microsoft Azure .The 

essence of virtualization is that multiple VMs might 

multiplex and share identical physical resources 

e.g.,(CPU, cache, DRAM, and I/O devices) . with 

each VM is meant to relish isolation (in terms of 

security and performance) from the any other VMs. 

That is, different VMs mustn't be ready to interfere 

with the executions of each alternative .Unfortunately 

, the dearth of physical isolation will so pose new 

security threats to co-located VMs. In this paper, we 

have a tendency to think about a replacement sort of 

VM vulnerability which allows a malicious user (i.e., 

VM) using the resource competition between co-

located VMs and obstruct the execution of a targeted 

application running in a separate VM that's placed on 

identical physical machine because the malicious one. 

Particularly , we focus on exploiting contentions on 

shared I/O resources that are crucial to data-intensive 

applications - e.g., hard disks and networks. In 

follow, service suppliers usually exclude such threats 

from their service level agreement (SLA) That is, 

customer’s square measure only accountable for their 

loss caused by resource competition from co-located 

VMs. Most service suppliers don't alter dynamic 

migration for user management . Not with standing a 

client suspects an attack and desires to man ever 

affected VMs away, they need to closing and restart 

all affected VMs. Therefore, an attack from SORCE 

might incur nontrivial loss in business by introducing 

service degradation or interruption, e.g., Amazon.com 

would lose sales by one hundred and twenty fifth for 

every a hundred ms delay in page load time and an 

analogous test at Google additionally introduced that 

a five hundred ms increase in displaying the search 

results may cut back revenue by 20%. Note that the 

most concern of this work is performance degradation 

caused by co-located adversaries , rather than info 

escape that has been the main focus for vulnerability 

studies in cloud-computing systems . Performance 

degradation is important as a result of it directly will 

increase the value of per work completed in cloud . 

On the opposite hand, the  revailing work on 

performance-degradation analysis were conducted on 

non-virtualized environments (e.g., for CPU, DRAM, 

hard disk, and network usage ) and can\'t be directly 

applied to VMs. for instance, a relevant previous 

resource consumption to a minimum. 

 

 2. LITERATURE SURVEY 

      Developers with innovative ideas for new Internet 

services no longer require the large capital outlays in 

hardware to deploy their service or the human 

expense to operate it Moreover, companies with large 

batch-oriented tasks can get results as quickly as their 

programs can scale, since using 1,000 servers for one 

hour costs no more than using one server for 1,000 
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hours. This elasticity of resources, without paying a 

premium for large scale, is unprecedented in the 

history of IT[1].Having the advantages of cloud 

computing is the sum of SaaS and utility computing, 

but does not include small or medium-sized data 

centers, even if these rely on virtualization for 

management . when the advantages of public clouds 

are also claimed for medium-sized data centers and 

the disadvantages are Customer lock-in may be 

attractive to cloud computing providers, but their 

users are vulnerable to providers going out of 

business. While cloud computing may make external-

facing security easier, it does pose the new problem 

of internal-facing security. Cloud providers must 

guard against theft or denial-of-service attacks by 

users. Users need to be protected from one 

another.[2]Cloud computing promises great 

efficiencies by multiplexing resources among 

different customers in the same physical server with 

this efficiency comes performance interference. 

When two customer applications share a machine, 

they contend for access to resources. RFAs need not 

abuse vulnerabilities on a system, rather they can 

simply take advantage of legitimate functionality. 

The disadvantages are problem both for the direct 

victims of an VM and for the cloud provider, which 

will lose overall efficiency because of the load caused 

by the irrelevant; gaming of resource allocations .The 

effects of DOS attacks that drive up CPU usage such 

as complexity attacks.[3]In this paper show that this 

approach can introduce new vulnerabilities; using the 

Amazon EC2 service as a case study. Show that it is 

possible to map the internal cloud infrastructure, 

Identify where a particular target VM is likely to 

reside, and then instantiate new VMs until one is 

placed co-resident with the target. We explore how 

such placement can be used to mount cross-VM side-

channel attacks to extract information from a target 

VM on the same machine .having the advantages of 

To quantify data center costs, we consider a data 

center housing on the order of 50,000 servers that 

would be built based on currently well-understood 

techniques, using good quality, highly available 

equipment .The disadvantages are for an optimal 

assignment policy additional overhead should never 

need to exceed the cost of a single physical machine . 

Large users consuming the cycle of many servers 

would incur only minor penalties as a fraction of their 

total cost. [4]In this paper present a measurement 

study to characterize the impact of virtualization on 

the networking performance of the Amazon EC2 data 

center .Measure the processor sharing, packet delay; 

TCP/UDP throughput and packet loss among 

Amazon EC2 virtual machines. The disadvantages 

are wide spread processor sharing abnormal delay 

variations and drastically unstable TCP/UDP 

throughput among Amazon EC2 instances .This 

unstable network performance can degrade the 

performance of many new applications and also 

becomes very challenging. [5] In this paper introduce 

a novel multi-resource allocator to dynamically 

allocate resources for database servers running on 

virtual storage. Multi resource allocation involves 

regulate the database and storage server caches the 

storage bandwidth between applications according to 

the overall performance goals. Having the problem of 

Interaction between different resources becomes 

more challenging. [6] The data centers used to create 

cloud services represent a significant investment in 

capital outlay and ongoing costs. The examine the 

costs of cloud service data centers today. The cost 

breakdown reveals the importance of optimizing 

work completed per dollar invested. Unfortunately, 

the resources inside the data centers often operate at 

low utilization due to resource stranding and 

fragmentation. The disadvantages are managing the 

scarce bandwidth could be viewed as a global 

optimization problem servers from all applications 

must be placed with great care to ensure the sum of 

their traffic does not saturate any of the network 

links.The followed by a lengthy period of highly 

busty load and low utilization. [7]Cloud computing 

platforms enable users to rent computing and storage 

resources on-demand to run their networked 

applications and employ virtualization to multiplex 

virtual servers belonging to different customers on a 

shared set of servers. In this paper, empirically 

evaluate the efficacy of cloud platforms for running 

latency-sensitive multimedia applications. Having the 

disadvantages of Techniques such as server-side and 

client side buffering can help mask network 

fluctuations. With no background interference, the 

server latency was steady at around 10 Ms with some 

fluctuations but nothing that constituted a problem. 

 

3 . PROBLEM STATEMENT 

    A straightforward technique to delay a victim 

method is to launch associate offensive technique that 

constantly requests a huge quantity of data\'s shared 

with the victim (e.g., I/O bandwidth  ). still, such 

associate attack is also easily detected and countered 

(e.g., a dynamic resource allocation algorithmic rule 

can interdict the amount of resources obtained by 

each process. Thus, our focus throughout this paper is 

to incur the foremost delay to the victim whereas 

maintaining the resource request from the offender to 

a pre-determined (low) threshold. 

 

4. PROPOSED SYSTEM 

To exploit the contention on hard disks required 

access to the hard-disk queue in order to analyze the 

requests from both the adversary and the victim. The 

proposed lock-on approach is feasible on public 

clouds. For example, the research experiments on 

Amazon EC2 us-east-1c zone show the success rates 

of about 8% and 2% for the probing and the locking-

on stages respectively. An important feature for 

virtualized systems to manage resources. Co-locating 

the target and attacker is critical in the proposed 

method. Since the target VM could be migrated. The 
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attacker’s data usage is limited at 500 MB. The 

proposed peak attack clearly captures I/O request 

patterns and achieves additional performance 

degradation on both Xen and KVM. 

 

5. SYSTEM ARCHITECTURE 
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Fig5.1 System architecture 

 

 

 

 

 

 

 

 

5.1 FLOW DIAGRAM 

 

Fig 5.2 Flow diagram 

6. ENABLING TECHNOLOGIES AND SYSTEM 

MODELS 

6.1 HOSTING 

In this Module our client application will be request 

to the cloud connection. Then the Server will provide 

the access to the client machine. The hosting service 

must include system administration since it is shared 

by many users; this is a benefit for users who do not 

want to deal with it, but a hindrance to power users 

who want more control. In general shared hosting 

will be inappropriate for users who require extensive 

software development outside what the hosting 

provider supports. Almost all applications intended to 

be on a standard web server work fine with a shared 

web hosting service. But on the other hand, shared 

hosting is cheaper than other types of hosting such as 

dedicated server hosting. Shared hosting usually has 

usage limits and hosting providers should have 

extensive reliability features in place. 

 
Fig 6.1 data upload 
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6.2 REPRESENTATIONAL STATE TRANSFER 

First the client get permission from the Cloud Server 

Access to upload the file then the keyword will be 

implemented for the file and it will be encrypted. In 

order for the adversary to incur the maximum delay 

under a resource constraint, it has to be able to 

determine whether the victim process is running, and 

predict the resource request from the victim process 

at a given time.          

 

6.3 SPLIT FILE 

The Encrypted File will be spited into Multiple Files 

and then it will be save in diffident location. It is used 

to Squire the File which couldn’t Be Access by 

unauthorized user itself. Files come in a wide variety 

of materials, sizes, shapes, cuts, and tooth 

configurations. The cross-section of a file can be flat, 

round, half-round, triangular, square, knife edge or of 

a more specialized shape. There is no unitary 

international standard for file nomenclature; however, 

there are many generally accepted names for certain 

kinds of files. 

 

6.4 DOWNLOAD FILE 

The Client should first get access from the server then 

only he can use the option Download. Next the Client 

machine can access the file by selecting and give the 

password. If the password is wrong we can’t access 

the file the password will be save as Encrypted 

Format. Then he can access the file by download or 

view it. While downloading the file the password key 

should be send entered and in the same way the each 

and every time the client should request to the server 

after the acknowledgement of the server then only the 

user can access the download option. The client can 

choose the file name and he can view the Encrypted 

spitted file. If the user type the correct password then 

only he can access the file. He can copy the content 

and paste in his own software or he can also 

download the document file.           

 
Fig6.2 data download 

 6.5  MULTI ACCESS 

       While multiple user access one content file 

normally the Delay will accrue to overcome this we 

can implement multiple file access concept. Using 

this one file can send to multiple user fast and 

frequently. The file will be in spited format so we can 

send one to first and the next file to another user in 

random method process. This reduce the time access 

and deadlock of the networking process. 

7. PERFORMANCE EVALUATION 

 
Fig7.1 Performance chart 

 

8. CONCLUSION 

           In this paper  presented a novel I/O workload 

based performance attack which uses a carefully 

designed workload to incur significant delay on a 

targeted application running in a separate VM but on 

the same physical system. Such a performance attack 

poses an especially serious threat to data-intensive 

applications which require a large number of I/O 

requests. Performance degradation directly increases 

the cost of per workload completed in cloud-

computing systems .This experiment results 

demonstrated the effectiveness of our attack on 

different types of victim workloads in real world 

systems with various number of VMs. 
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