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Abstract: Cloud storage services have become 

commercially popular due to their tremendous 

advantages. To provide everywhere always-on-

access, a cloud service provider maintains multiple 

replicas for each piece of data on geologically 

distributed servers. A key problem of using the 

replication technique in the clouds is that it is very 

posh to achieve strong consistency on a global scale. 

In this project, I first present a consistency as a 

service model, which consists of a large data cloud 

and multiple small audit clouds. In the consistency as 

an service model, a data cloud is maintained by a 

cloud service provider, and a group of users that 

constitute an audit cloud can verify whether the data 

cloud provides the promised level of consistency or 

not. We propose a two-level auditing architecture, in 

the audit cloud. Which are an auditor and the 

administrator for validation. The auditor will be 

validating the user data and check on the violations 

on the user side. The administrator will be monitoring 

the auditor and the user of the system. In this project, 

to implement the secure transfer and auditing, the 

data uploaded by the user will audit and then upload 

in the cloud storage. To meet the promise of 

everywhere 24/7 access, the cloud service provider 

store data replicas on multiple geographically 

distributed servers. A key problem of using the 

replication technique in the clouds is that it is very 

expensive to achieve strong consistency on a 

worldwide scale, where a user is ensured to see the 

largest updates. This project providing the highest 

level of security of information stored in the cloud 

using local level as well as global level auditing. 

Local level auditing is done by using the auditor and 

global level auditing done by using the admin of the 

system.  

Key words : Cloud storage, consistency as a service 

(CaaS), two-level auditing. 

 

 

 

I. INTRODUCTION 
Cloud computing has become commercially 

accepted, as it promises to ensure scalability, 

flexibility, and high ease of use at a low cost. Guided 

by the tendency of the everything-as-a-service (Xaas) 

model, data storages, virtualized infrastructure, 

virtualized platforms, in addition to  software and 

applications are being provided and consumed as 

services in the cloud. Cloud storage services can be 

regarded as a classic service in cloud computing, 

which involves the providing data storage as a 

service, including database-like services and network 

attached storage, often billed on a utility computing 

basis. By using the cloud storage services, the 

customers can access data stored in a cloud anytime 

and wherever, using any tool, without caring about a 

large amount of capital investment when deploying 

the underlying hardware infrastructures. To meet the 

word of everywhere 24/7 access, the cloud service 

provider (CSP) stores data replicas on multiple 

geologically distributed servers. A key problem of 

using the replication technique in clouds is that it is 

very expensive to achieve strong stability on a 

worldwide scale, where a user is ensured to see the 

latest updates.      

In reality, different applications have 

different consistency requirements. For example, 

mail services require monotonic-read consistency and 

read-your-write consistency, but social network 

services require underlying consistency . In cloud 

storage, consistency not only determines correctness 

but also the genuine cost per transaction. In this 

paper, we hand over a novel consistency as a service 

(CaaS) model for this spot. The CaaS model consists 

of a huge data cloud and various small audit clouds. 

The data cloud is preserved by a CSP, and an audit 

cloud consists of a group of users that cooperate on a 

job. A service level agreement (SLA) will be engaged 

between the data cloud and the audit cloud, which 

will specify what level of consistency the data cloud 
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should provide, and how much  will be charged if the 

data cloud violates the SLA. 

II. PURPOSE OF THE PROJECT 

 
Audit for Outsourced data the TPA is able to check 

the integrity of outsourced data without retrieving all 

data contents. Computational overhead for data 

outsourcing and update at handler’s side as well as 

the ones for auditing at the TPA should be low. The 

handler can access the data Ubiquitous 24/7. Every 

data can be secure without any impairment. This 

project is reducing the cost of the database. These 

processes are carefully done using our proposed 

storage space measurement and space comparison 

algorithm. Among various candidates, e.g., the least 

expensive one that still provides adequate 

consistency for the user’s applications. Choose the 

correct cloud service provider (CSP). The 

consistency as a service is maintained by the cloud 

service provider. The user can access the quality of 

cloud service. The cloud service will secure and less 

expensive. Do not require a global clock among all 

users for total ordering of operations. 

 

III. SYSTEM STUDY 
 

 Existing system 

 

    The infrastructures under the cloud are much more 

powerful and reliable than personal although 

computing devices; they are however facing the 

broad range of both internal and external threats for 

data integrity. Second, there do exist various 

motivations for CSP to behave disloyally toward the 

cloud users regarding their outsourced data status. In 

particular, simply downloading all the data for its 

integrity verification is not a practical solution due to 

the expensiveness in I/O and transmission cost across 

the network. Besides, it is often insufficient to detect 

the data corruption only when accessing the data, as 

it does not give users correctness assurance for those 

un accessed data and might be too late to recover the 

data loss or damage. Encryption does not entirely 

solve the problem of protecting data privacy against 

third-party auditing but just reduces it to the complex 

key management domain. Unconstitutional data 

leakage still remains probable due to the potential 

exposure of decryption keys. By using the cloud 

storage services, the customers can access data stored 

in a cloud anytime and anywhere using any device, 

without caring about a large amount of capital 

investment when deploying the underlying hardware 

infrastructures. Where a user can study stale data for 

a period of time. The domain name system (DNS) is 

one of the trendiest applications that implement 

eventual consistency. Updates to a name will not be 

observable immediately, but all clients are ensured to 

see then eventually. The cloud service provider 

(CSP) stores data replicas on multiple geologically 

distributed servers. Then stored data will be 

maintained by the cloud service provider (CSP).  

 

 Disadvantages: 

 

 The replication technique in clouds is that it is very 

expensive to achieve strong consistency. 

 Hard to verify replica in the data cloud is the latest 

one or not. 

 Although the infrastructures under the cloud are 

much more powerful and reliable than personal 

computing devices, they are still facing the broad 

range of both internal and external threats for data 

integrity. 

 Second, there do exist various motivations for CSP to 

behave unfaithfully toward the cloud users regarding 

their outsourced data status. 

 In particular, simply downloading all the data for its 

integrity verification is not a practical solution due to 

the expensiveness in I/O and transmission cost across 

the network. 

 Besides, it is often insufficient to detect the data 

corruption only when accessing the data, as it does 

not give users correctness assurance for those un 

accessed data and might be too late to recover the 

data loss or damage. 

 Encryption does not completely solve the problem of 

protecting data privacy against third-party auditing 

but just reduced it to the complex key management 

domain. 

 Unauthorized data leakage still remains possible due 

to the potential exposure of decryption keys. 

 

Proposed system 

 

We propose a heuristic auditing strategy (HAS) 

which adds appropriate reads to reveal as many 

violations as possible. Our key contributions are as 

follows: 

 The users can ubiquitous 24/7 access.  

 get efficient item set result based on the ssao.  

 As a rising subject, cloud consistency is playing 

an increasingly important role in the decision 

support activity of every walk of life.  

 We present a novel stability since an overhaul 

(SsaO) model, where a group of users that 

constitute an audit cloud can verify whether the 

data cloud provides the promised level of 

consistency or not.  
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 We propose a two-level auditing structure, which 

only requires a loosely synchronized clock for 

ordering operations in an audit cloud. Assistance 

 

Advantages: 

 

 Do not require a global clock among all users for 

total ordering of operations. 

 The users can assess the quality of cloud 

services. 

 Choose a right cloud service provider (CSP) for 

the maintained the data cloud. 

 

 Among various candidates, e.g., the least 

expensive one that still provides adequate                                   

Consistency for the users’ applications. 

 As a rising subject, cloud consistency is playing 

an increasingly important role in the decision 

support activity of every walk of life. 

 Get efficient item set result based on the stability 

since an overhaul (SsaO). 

 

 

IV. ARCHITECTURE 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. IMPLEMENTATION 

 

Member 

 

 In this module, user should register their details and 

create a new page for them. At the time of login into 

their page user can use the secret key in addition to 

their username and password. That secret key may 

generated by the auditor and send to user mail id. 

After the successful login user can upload or 

download their images. At the time of uploading, the 
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image only in waiting state after validation of the 

auditor only state changes to accepted and stored in 

the cloud storage. A user may get notification at their 

mail either the image state change to accepted or 

deleted. 

 

Auditor 
 

This module consists of the auditors who allows user 

to access cloud storage. They only generate the secret 

key and send that key to user mail and also validate 

username and secret key at the time of login. The 

auditor may monitor user activities. They can view 

all the registered user details and their uploaded 

image details. If an auditor accepts, then only images 

are allowed stored in the cloud storage they send the 

notifications to user mail id regarding the state of 

their images. Number of auditors increases 

dynamically based on the members count. 

 

Admin 

 

The administrator may monitor the overall system. 

They can view all the registered member details and 

their image details. Admin also monitor the auditor 

operations they also have the rights to delete the 

images if they found invalid and intimate the user 

about that deletion. The admin display a graph which 

shows number of users and  the size of memory used 

by them. 

 

File Upload 

 

In the file upload module user can upload their 

images after verify their identity. At the time of 

uploading the image state only in waiting after the 

validation of auditor only it changes to accept. The 

user may get notification about state of their image to 

their mail id. 

 

File Download 
 

User can download the images which is already 

uploaded by them and they can also view which 

server may take less time to download via a graph. 

VI. CONCLUSION AND FUTURE 

WORK 

 

In this paper, we present a secure and efficient audit 

mechanism for shared dynamic data in cloud storage. 

It makes possible for the TPA to correctly audit 

outsourced data which can be updated in a secure 

manner. With simple index table management by the 

TPA and identifier renewal by the CSP, any user in a 

group can update shared data block efficiently. 

Furthermore, making the auditing operations simple 

leads to less computational overhead for the whole 

auditing process. Performance evaluation and 

security analysis show that the proposed scheme is 

best suited to the cloud storage where multiple users 

share and update the outsourced data frequently. The 

committee notes the following opportunities for 

gaining additional insight: 

 

 There is potential for further research to 

determine and enable better alignment of 

internal audit activities alongside the 

organization’s adoption of cloud 

computing. 

 There is an opportunity to further assess 

training needs to enable internal auditors to 

gain the correct perspective of cloud 

computing and its associated risks. 

 The study can be expanded to include a 

wider population of internal auditors 

outside the DFW region. 

 New ways to provide services, compose 

them and get the best deals, both for users 

and organisations. 
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