
A Comparative Study of Variational Iteration and
Adomian Decomposition Techniques for Solving

Volterra Integro-Differential Equations
Kirtiwant P. Ghadle

Department of Mathematics
Dr. Babasaheb

Ambedkar Marathwada University
Aurangabad, (M.S), India.

Email: drkpghadle1974@gmail.com

Ahmed A. Hamoud
Department of Mathematics

Dr. Babasaheb
Ambedkar Marathwada University

Aurangabad, (M.S), India.
Email: drahmedselwi985@gmail.com

M.SH. Bani Issa
Department of Mathematics

P.E.T. Research Foundation Mandya
University of Mysore

Mysore-570 401 India.
Email: moh.smarh@yahoo.com

Abstract—In this article, we present a comparative study
between the Adomian decomposition and variational iteration
methods. The study outlines the significant features of the
two methods, for solving Volterra integro-differential equations.
Moreover, we proved the existence and uniqueness results and
convergence of the solution. Finally, some example are included
to demonstrate the validity and applicability of the proposed
techniques.
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I. INTRODUCTION

In recent years, there has been a growing interest in the lin-
ear and nonlinear Volterra integro-differential equations which
are a combination of differential and integral equations. The
nonlinear Volterra integro-differential equations play an im-
portant role in many branches of nonlinear functional analysis
and their applications in the theory of engineering, mechanics,
physics, electrostatics, biology, chemistry and economics [1],
[3], [5]. In this paper, we consider the Volterra integro-
differential equations of the type:

k∑
j=0

ξj(x)Z(j)(x) = f(x) + γ

∫ x

a

K(x, t)G(Z(t))dt (1)

with the initial conditions

Z(r)(a) = br, r = 0, 1, 2, · · · , (k − 1), (2)

where Z(j)(x) is the jth derivative of the unknown function
Z(x) that will be determined, K(x, t) is the kernel of the
equation, f(x) and ξj(x) are an analytic function, G is
nonlinear function of Z and a, b, γ, and br are real finite
constants. Recently, many authors focus on the development
of numerical and analytical techniques for integro-differential
equations. For instance, we can remember the following
works. Abbasbandy and Elyas [2] studied some applications
on variational iteration method for solving system of nonlinear
volterra integro-differential equations, Hamoud and Ghadle [6]

applied the hybrid methods for solving nonlinear Volterra-
Fredholm integro-differential equations, Alao et al. [4] used
Adomian decomposition and variational iteration methods for
solving integro-differential equations, Yang and Hou [19] ap-
plied the Laplace decomposition method to solve the fractional
integro-differential equations, Mittal and Nigam [14] applied
the Adomian decomposition method to approximate solutions
for fractional integro-differential equations, and Behzadi et
al. [5] solved some class of nonlinear Volterra-Fredholm
integro-differential equations by homotopy analysis method.
Moreover, several authors have applied the Adomian decom-
position method and the variational iteration method to find the
approximate solutions of various types of integro-differential
equations [6], [9], [10], [11], [14], [19].

The main objective of the present paper is to study the
behavior of the solution that can be formally determined
by semi-analytical approximated methods as the Adomian
decomposition and variational iteration methods. Moreover,
we proved the existence, uniqueness results and convergence
of the solutions of the Volterra integro-differential equation
(1).

II. DESCRIPTION OF THE METHODS

Some powerful methods have been focusing on the devel-
opment of more advanced and efficient methods for integro-
differential equations such as the Adomian decomposition
method (ADM) [1], [3], [9], [11] and variational iteration
method (VIM) [2], [4], [12], [13]. We will describe all these
methods in this section:

A. Description of the ADM
Now, we can rewrite Eq.(1) in the form

ξk(x)Zk(x) +

k−1∑
j=0

ξj(x)Zj(x) = f(x) + γ

∫ x

a

K(x, t)G(Z(t))dt

Then

Zk(x) =
f(x)

ξk(x)
+ γ

∫ x

a

K(x, t)

ξk(x)
G(Z(t))dt−

k−1∑
j=0

ξj(x)

ξk(x)
Zj(x).
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To obtain the approximate solution, we integrating (k)-times
in the interval [a, x] with respect to x we obtain,

Z(x) = L−1
(
f(x)

ξk(x)

)
+

k−1∑
r=0

1

r!
(x− a)rbr

+γL−1
(∫ x

a

K(x, t)

ξk(x)
G(Z(t))dt

)
−
k−1∑
j=0

L−1
(
ξj(x)

ξk(x)
Z(j)
n (x)

)
,

where L−1 is the multiple integration operator given as
follows:

L−1(·) =

∫ x

a

∫ x

a

· · ·
∫ x

a

(·)dxdx · · · dx (k − times).

Now we apply ADM

G(Z(x)) =

∞∑
n=0

An, (3)

where An; n ≥ 0 are the Adomian polynomials determined
formally as follows:

An =
1

n!

[ dn
dµn

G(

∞∑
i=0

µiZi)
]∣∣∣
µ=0

, (4)

The Adomian polynomials were introduced in [15], [18],
[19] as:

A0 = G(Z0);

A1 = Z1G
′
(Z0);

A2 = Z2G
′
(Z0) +

1

2!
Z2
1G

′′
(Z0);

A3 = Z3G
′
(Z0) + Z1Z2G

′′
(Z0) +

1

3!
Z3
1G

′′′
(Z0), ...

The standard decomposition technique represents the solu-
tion of Z as the following series:

Z =

∞∑
i=0

Zi. (5)

By substituting (3) and (5) in Eq. (3) we have

∞∑
i=0

Zi(x) = L−1
(
f(x)

ξk(x)

)
+

k−1∑
r=0

1

r!
(x− a)rbr

+γ

∞∑
i=0

L−1
(∫ x

a

K(x, t)

ξk(x)
Ai(t)dt

)
(6)

−
∞∑
i=0

k−1∑
j=0

L−1
(
ξj(x)

ξk(x)
Z

(j)
i (x)

)
.

The components Z0, Z1, Z2, · · · are usually determined recur-
sively by

Z0 = L−1
(
f(x)

ξk(x)

)
+

k−1∑
r=0

1

r!
(x− a)rbr,

Z1 = γL−1
(∫ x

a

K(x, t)

ξk(x)
A0(t)dt

)
−
k−1∑
j=0

L−1
(
ξj(x)

ξk(x)
Z

(j)
0 (x)

)
,

Zn+1 = γL−1
(∫ x

a

K(x, t)

ξk(x)
An(t)dt

)
−
k−1∑
j=0

L−1
(
ξj(x)

ξk(x)
Z(j)
n (x)

)
, n ≥ 1.(7)

Then, Z(x) =
∑n
i=0 Zi as the approximate solution.

B. Description of the VIM
This method is applied to solve a large class of linear and

nonlinear problems with approximations converging rapidly to
exact solutions.The main idea of this method is to construct a
correction functional form using general Lagrange multipliers.
These multipliers should be chosen such that its correction
solution is superior to its initial approximation, called trial
function. It is the best within the flexibility of trial functions.
Accordingly, Lagrange multipliers can be identified by the
variational theory [16], [17], [12]. A complete review of
He’s variational iteration method is available in [12], [13].
The initial approximation can be freely chosen with possible
unknowns, which can be determined by imposing bound-
ary/initial conditions. To illustrate, we consider the following
general differential equation:

LZ(t) +NZ(t) = f(t), (8)

where L is a linear operator, N is a nonlinear operator and
f(t) is inhomogeneous term. According to variational iteration
method [4], the terms of a sequence Zn are constructed such
that this sequence converges to the exact solution. The terms
Zn are calculated by a correction functional as follows:

Zn+1(t) = Zn(t)+

∫ t

0

λ(τ)(LZn(τ)+Nỹ(τ)−f(τ))dτ. (9)

The successive approximation Zn(t), n ≥ 0 of the solution
Z(t) will be readily obtained upon using the obtained La-
grange multiplier and by using any selective function Z0. The
zeroth approximation Z0 may be selected using any function
that just satisfies at least the initial and boundary conditions.
With λ determined, several approximations Zn(t), n ≥ 0
follow immediately.

The VIM has been shown to solve effectively, easily and
accurately a large class of nonlinear problems with approxi-
mations converging rapidly to accurate solutions.

To obtain the approximation solution of IVB (1) − (2),
according to the VIM, the iteration formula (9) can be written
as follows:

Zn+1(x) = Zn(x) + L−1
[
λ(x)

[ k∑
j=0

ξj(x)Z(j)
n (x)− f(x)

−γ
∫ x

a

K(x, t)G(Zn(t))dt
]]
,
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where L−1 is the multiple integration operator given as
follows:

L−1(·) =

∫ x

a

∫ x

a

· · ·
∫ x

a

(·)dxdx · · · dx (k − times).

To find the optimal λ(x), we proceed as follows:

δZn+1(x) = δZn(x) + δL−1
[
λ(x)

[ k∑
j=0

ξj(x)Z(j)
n (x)− f(x)

−γ
∫ x

a

K(x, t)G(Zn(t))dt
]]

= δZn(x) + λ(x)δZn(x)− L−1
[
δZn(x)λ′(x)

]
. (10)

From Eq. (10), the stationary conditions can be obtained as
follows:

λ′(x) = 0, and 1 + λ(x)|x=t = 0.

As a result, the Lagrange multipliers can be identified as
λ(x) = −1 and by substituting in Eq. (10), the following
iteration formula is obtained:

Z0(x) = L−1
[ f(x)

ξk(x)

]
+

k−1∑
r=0

(x− a)r

r!
br,

Zn+1(x) = Zn(x)− L−1
[ k∑
j=0

ξj(x)Z(j)
n (x)− f(x)

−γ
∫ x

a

K(x, t)G(Zn(t))dt
]
, n ≥ 0. (11)

The term
∑k−1
r=0

(x−a)r
r! br is obtained from the initial condi-

tions, ξk(x) 6= 0. Relation (11) will enable us to determine
the components Zn(x) recursively for n ≥ 0. Consequently,
the approximation solution may be obtained by using

Z(t) = lim
n→∞

Zn(t). (12)

III. MAIN RESULTS

In this section, we shall give an existence and uniqueness
results of Eq. (1), with the initial condition (2) and prove it
[6], [7], [8].
We can write the equation (1) in the form of:

Z(x) = L−1
[ f(x)

ξk(x)

]
+

k−1∑
r=0

(x− a)r

r!
br

+γL−1
[ ∫ x

a

1

ξk(x)
K(x, t)G(Zn(t))dt

]
−L−1

[ k−1∑
j=0

ξj(x)

ξk(x)
Z(j)(x)

]
. (13)

Such that,

L−1
[ ∫ x

a

1

ξk(x)
K(x, t)G(Zn(t))dt

]
=∫ x

a

(x− t)k

k!ξk(x)
K(x, t)G(Zn(t))dt

k−1∑
j=0

L−1
[ ξj(x)

ξk(x)

]
Z(j)(x) =

k−1∑
j=0

∫ x

a

(x− t)k−1ξj(t)
k − 1!ξk(t)

Z(j)(t)dt.

We set,

Ψ(x) = L−1
[ f(x)

ξk(x)

]
+

k−1∑
r=0

(x− a)r

r!
br.

Before starting and proving the main results, we introduce
the following hypotheses:

(H1) There exist two constants α and γj > 0, j =
0, 1, · · · , k such that, for any Z1, Z2 ∈ C(J,R)

|G(Z1))−G(Z2))| ≤ α |Z1 − Z2|

and ∣∣Dj(Z1)−Dj(Z2)
∣∣ ≤ γj |Z1 − Z2| ,

we suppose that the nonlinear terms G(Z(x))) and
Dj(Z) = ( dj

dxj )Z(x) =
∑∞
i=0 γij , (Dj is a deriva-

tive operator), j = 0, 1, · · · , k, are Lipschitz contin-
uous.

(H2) we suppose that for all a ≤ t ≤ x ≤ b, and j =
0, 1, · · · , k:∣∣∣∣γ(x− t)kK(x, t)

k!ξk(x)

∣∣∣∣ ≤ θ1,

∣∣∣∣γ(x− t)kK(x, t)

k!

∣∣∣∣ ≤ θ2,
∣∣∣∣ (x− t)k−1ξj(t)(k − 1)!ξk(t)

∣∣∣∣ ≤ θ3, ∣∣∣∣ (x− t)k−1ξj(t)(k − 1)!

∣∣∣∣ ≤ θ4.
(H3) There exist three functions θ∗3 , θ

∗
4 , and γ∗ ∈

C(D,R+), the set of all positive function continuous
on D = {(x, t) ∈ R×R : 0 ≤ t ≤ x ≤ 1} such that:

θ∗3 = max |θ3| , θ∗4 = max |θ4| , and γ∗ = max |γj | .

(H4) Ψ(x) is bounded function for all x in J = [a, b].

Theorem 1. Assume that (H1)–(H4) hold. If

0 < ψ = (αθ1 + kγ∗θ∗3)(b− a) < 1, (14)

Then there exists a unique solution Z(x) ∈ C(J) to IVB (1)−
(2).
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Proof. Let Z1 and Z2 be two different solutions of IVB (1)−
(2)., then∣∣∣Z1 − Z2

∣∣∣ =
∣∣∣ ∫ x

a

γ(x− t)kK(x, t)

ξk(x)k!
[G(Z1)−G(Z2))]dt

−
k−1∑
j=0

∫ x

a

(x− t)k−1ξj(t)
ξk(t)(k − 1)!

[Dj(Z1)−Dj(Z2))]dt
∣∣∣

≤
∫ x

a

∣∣∣γ(x− t)kK(x, t)

ξk(x)k!

∣∣∣∣∣∣G(Z1)−G(Z2))
∣∣∣dt

−
k−1∑
j=0

∫ x

a

∣∣∣ (x− t)k−1ξj(t)
ξk(t)(k − 1)!

∣∣∣∣∣∣Dj(Z1)−Dj(Z2))
∣∣∣dt

≤ (αθ1 + kγ∗θ∗3)(b− a)|Z1 − Z2|,

we get (1−ψ)|Z1−Z2| ≤ 0. Since 0 < ψ < 1, so |Z1−Z2| =
0. therefore, Z1 = Z2 and the proof is completed.

Theorem 2. Suppose that (H1)–(H4), and If 0 < ψ < 1,
hold, the series solution Z(x) =

∑∞
m=0 Zm(x) and ‖Z1‖∞ <

∞ obtained by the m-order deformation is convergent, then
it converges to the exact solution of the Volterra integro-
differential equation (1)− (2).

Proof. Denote as (C[0, 1], ‖.‖) the Banach space of all
continuous functions on J, with |Z1(x)| ≤ ∞ for all x in J .

Frist we define the sequence of partial sums vn, let vn and
vm be arbitrary partial sums with n ≥ m. We are going to
prove that vn =

∑n
i=0 Zi(x) is a Cauchy sequence in this

Banach space:

‖vn − vm‖∞ = max
∀x∈J

vn − vm
= max

∀x∈J

 n∑
i=0

Zi(x)−
m∑
i=0

Zi(x)


= max
∀x∈J

 n∑
i=m+1

Zi(x)


= max
∀x∈J

 n∑
i=m+1

∫ x

a

γ(x− t)kK(x, t)

k!ξk(x)
Ai−1dt

−
k−1∑
j=0

∫ x

a

ξj(t)(x− t)k−1

(k − 1)!ξk(t)
γ(i−1)Jdt


= max

∀x∈J

∫ x

a

γ(x− t)kK(x, t)

k!ξk(x)

( n−1∑
i=m

Ai

)
dt

−
k−1∑
j=0

∫ x

a

ξj(t)(x− t)k−1

(k − 1)!ξk(t)

( n−1∑
i=m

γiJdt
)∣∣∣.

From (4), we have
n−1∑
i=m

Ai = G(vn−1)−G(vm−1),

n−1∑
i=m

γi = Dj(vn−1)−Dj(vm−1).

So,

‖vn − vm‖∞ = max
∀x∈J

∣∣∣ ∫ x

a

γ(x− t)kK(x, t)

k!ξk(x)

×[G(vn−1)−G(vm−1)]dt

−
k−1∑
j=0

∫ x

a

ξj(t)(x− t)k−1

(k − 1)!ξk(t)
[Dj(vn−1)−Dj(vm−1)]dt

∣∣∣
≤ max
∀x∈J

∫ x

a

∣∣∣γ(x− t)kK(x, t)

k!ξk(x)

∣∣∣∣∣∣G(vn−1)−G(vm−1)
∣∣∣dt

+

k−1∑
j=0

∫ x

a

∣∣∣ξj(t)(x− t)k−1
(k − 1)!ξk(t)

∣∣∣∣∣∣Dj(vn−1)−Dj(vm−1)
∣∣∣dt

Let n = m+ 1, then

‖vn − vm‖∞ ≤ ψ‖vm − vm−1‖∞ ≤ ψ2‖vm−1 − vm−2‖∞
≤ · · · ≤ ψm‖v1 − v0‖∞,

so,

‖vn − vm‖∞ ≤ ‖vm+1 − vm‖∞ + ‖vm+2 − vm+1‖∞
+ · · ·+ ‖vn − vn−1‖∞

≤ [ψm + ψm+1 + · · ·+ ψn−1]‖v1 − v0‖∞
≤ ψm[1 + ψ + ψ2 + · · ·+ ψn−m−1]‖v1 − v0‖∞

≤ ψm(
1− ψn−m

1− ψ
)‖Z1‖∞.

Since 0 < ψ < 1, we have (1− ψn−m) < 1, then

‖vn − vm‖∞ ≤
ψm

1− ψ
‖Z1‖∞.

But |Z1(x)| <∞, so, as m −→∞, then ‖vn− vm‖∞ −→ 0.

We conclude that vn is a Cauchy sequence in C[0, 1],
therefore Z = limn→∞ Zn.

Then, the series is convergence and the proof is complete.

Theorem 3. If problem (1)−(2) has a unique solution, then
the solution Zn(x) obtained from the recursive relation (11)
using VIM converges when 0 < φ = (αθ2+kγ∗θ∗4)(b−a) < 1.

Proof. We have from equation (11):

Zn+1(x)− Z(x) = Zn(x)− Z(x)

−
(
L−1

[ k∑
j=0

ξj(x)[Z(j)
n (x)− Z(j)(x)]

]
− L−1

[
γ

∫ x

a

K(x, t)[G(Zn(t))−G(Z(t))]dt
])
.

If we set, ξk(x) = 1, and Wn+1(x) = Zn+1(x) −
Z(x), Wn(x) = Zn(x)− Z(x) since Wn(a) = 0, then

Wn+1(x) = Wn(x) +

∫ x

a

γK(x, t)(x− t)k

k!

[
G(Zn(t))−G(Z(t))

]
dt

−
k−1∑
j=0

∫ x

a

λ1ξj(t)(x− t)k−1

(k − 1)!

[
Dj(Zn(t))−Dj(Z(t))

]
dt

−(Wn(x)−Wn(a)). (15)
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Therefore,

|Wn+1(x)| ≤
∫ x

a

∣∣∣γK(x, t)(x− t)k

k!

∣∣∣|Wn|αdt

+

k−1∑
j=0

∫ x

a

∣∣∣γξj(t)(x− t)k−1
(k − 1)!

∣∣∣max |γj ||Wn|dt

≤ |Wn|
[ ∫ x

a

αθ5dt+

k−1∑
j=0

∫ x

a

θ∗4 |max |γj |
]

≤ |Wn|(αθ2 + kγ∗θ∗4)(b− a) = |Wn|φ.

Hence,

‖Wn+1‖ = max
∀x∈J

|Wn+1(x)| ≤ φmax
∀x∈J

|Wn(x)| = φ‖Wn‖.

Since 0 < φ < 1, then ‖Wn‖ −→ 0. So, the series converges
and the proof is complete.

IV. NUMERICAL RESULTS

In this section, we present the semi-analytical techniques
based on ADM, and VIM to solve Volterra integro-differential
equations. To show the efficiency of the present methods for
our problem in comparison with the exact solution we report
absolute error.

Example 1. Consider the following Volterra integro-
differential equation.

Z ′′(x) = xex + 1−
∫ x

0

ex−sZ(s)ds,

with the initial condition

Z(0) = 0, Z ′(0) = 1,

and the the exact solution is Z(x) = ex − 1.

TABLE I
NUMERICAL RESULTS OF THE EXAMPLE 1.

x Exact solution ADM VIM
0.1 0.105170918 0.1051709278 0.1051709640
0.2 0.221402758 0.2214027799 0.2214028205
0.3 0.349858808 0.3498587427 0.3498586872
0.4 0.491824698 0.4918247080 0.4918245703
0.5 0.648721271 0.6487212399 0.6487213115
0.6 0.822118800 0.8221188288 0.8221188591
0.7 1.013752707 1.0137527321 1.0137527691
0.8 1.225540928 1.2255410371 1.2255409831
0.9 1.459603111 1.4596032701 1.4596031481
1.0 1.718281828 1.7182822951 1.7182819261

Example 2. Consider the following Volterra integro-
differential equation.

Z ′(x) = −1 +

∫ x

0

Z2(s)ds,

with the initial condition

Z(0) = 0,

and the the exact solution is Z(x) = −x.

TABLE II
NUMERICAL RESULTS OF THE EXAMPLE 2.

x Exact solution ADM VIM
0.1 -0.1000000000 -0.09999166707 -0.09999166707
0.2 -0.2000000000 -0.19986671750 -0.19986671750
0.3 -0.3000000000 -0.29932586690 -0.29932586690
0.4 -0.4000000000 -0.39787315100 -0.39787315100
0.5 -0.5000000000 -0.49482250800 -0.49482250780
0.6 -0.6000000000 -0.58931009410 -0.58931009270
0.7 -0.7000000000 -0.68031385970 -0.68031384920
0.8 -0.8000000000 -0.76668145931 -0.76668140030
0.9 -0.9000000000 -0.84716692600 -0.84716665890
1.0 -1.0000000000 -0.92047571081 -0.92047468820
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0

0.5

1

1.5

2
(a) Comparative   ADM vs Exact solutions, Ex1

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

2
(b) Comparative  VIM vs Exact solutions, Ex1

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1

−0.8

−0.6

−0.4

−0.2

0
(c) Comparative  ADM vs Exact solutions, Ex2

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1

−0.8

−0.6

−0.4

−0.2

0
(d) Comparative  VIM vs Exact solutions,  Ex2

V. COMPARISON AMONG THE METHODS

The comparison among of the methods, it can be seen from
the results of the above example:
• The methods are powerful, efficient and give approxima-

tions of higher accuracy. Also, they can produce closed-
form solutions if they exist.

• Although the results obtained by these methods when
applied to Volterra integro-differential equations are the
same approximately. VIM is seen to be much easier and
more convenient than the ADM.

• One advantage of VIM is that the initial solution can
be freely chosen with some unknown parameters. An
interesting point about this method is that with few
number of iterations, or even in some cases with only
one iteration, it can produce a very accurate approximate
solution.

• The VIM has a more rapid convergence than the ADM.
Also, the number of computations in VIM is less than
the ones in ADM.

VI. CONCLUSIONS

We present a comparative study between the Adomian
decomposition and variational iteration methods for solving
Volterra integro-differential equations. From the computational
viewpoint, the variational iteration method is more efficient,
convenient and easy to use. Moreover, we proved the existence
and uniqueness results and convergence of the solution. The
methods are very powerful and efficient in finding analytical as
well as numerical solutions for wide classes of linear and non-
linear Volterra integro-differential equations. The convergence
theorems and the numerical results establish the precision and
efficiency of the proposed techniques.
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