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Abstract— 

In the present generation, on-Line social 

networks (OSNs) have become increasingly popular, 

people’s social lives have become more associated with 

these sites. They use on-Line social networks (OSNs) to 

keep in touch with each others, share news, organize 

events, and even run their own e-business. The rapid 

growth of OSNs and the massive amount of personal 

data of its subscribers have attracted attackers, and 

imposters to steal personal data, share false news, and 

spread malicious activities. On the other hand, 

researchers have started to investigate efficient 

techniques to detect abnormal activities and fake 

accounts relying on accounts features, and 

classification algorithms. However, some of the 

account’s exploited features have negative contribution 

in the final results or have no impact, also using 

standalone classification algorithms does not always 

achieve satisfactory results. In this paper, a new 

algorithm, SVM-NN, is proposed to provide efficient 

detection for fake Twitter accounts and bots, feature 

selection and dimension reduction techniques were 

applied. Machine learning classification algorithms 

were used to decide the target accounts identity real or 

fake, those algorithms were support vector machine 

(SVM), neural Network (NN), and our newly developed 

algorithm, SVM-NN. The proposed algorithm (SVM-

NN) uses less number of features, while still being able 

to correctly classify about 98% of the accounts of our 

training dataset 
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I. INTRODUCTION 

     Identity deception on big data platforms is an 

increasing problem, due to the continued growth and 

exponential evolvement of these platforms. Social 

media is one of the preferred means of transmission [1] 

and has become a target for spammers and scammers 

alike [2]. Cyberthreats like spamming, which involves 

the sending of unsolicited emails, are common in email 

applications. These same threat and more now 

materialize on social media platforms (SMPs), although 

in different demonstration. 

 

    Much can be learned about people‟s behaviour 

and needs through analysing their synergy with one 

another. Habits and topics of conversations can be 

evaluated to deliver a better service or product to 

customers and ultimately to people at large [1], [3]. The 

same information can however also be used against 

people, very often in a ambiguous way. For example, a 
cluster of people may consequence an opinion [4] when 

the other participants in the conversation are unaware 

that the „„people‟‟ in the cluster are not real Since the 

detection of fake social engagement is quite challenging 

[5], this vulnerability is greatly  abused  [6].  We believe 

that these fake accounts can be attributed to, among 

others, the following factors. 

 

      The privacy policies of SMPs not expecting 

persons    to reveal their true identity [7]. The 

authenticity of people is constantly being questioned 

[1], and this can detrimentally affect [2] those who are 

falsely accused or misled. An example is the case of 

cyberbullying [8] where children are bullied online 

through the spreading of false rumours. Malicious 

individuals and groups on SMPs striving to spread 

chaos and pandemonium. A recent example was the 

spreading of fake news about Hurricane Sandy in the US 

[9]. False news about the hurricane went viral and 

became a main source of information for those affected 

by the storm. 

 

       The gratification of sites, with more „„likes‟‟ or 

„„followers‟‟ inadvertently meaning greater popularity 

and instances of identity deception by  humans on 

SMPs. We found that standard attributes alone, such as 

the number of friend and followers that are available 

through application programming interfaces (APIs) 

and describing accounts in SMPs  like Twitter, were 

not sufficient to successfully detect fake identities 

created by humans. In this paper we evaluate whether 

readily available and engineered features that are used 

for the successful detection, using machine learning 

models, of fake identities created by bots or computers 

can be used to detect fake identities created by humans. 

This is done in the hope that similar features can serve 

as a catalyst for uncovering identity deception by 

humans on SMPs. 

 

     Higher social ratings [2]. This trend drives 

people to find new means to artificially or manually [2] 

stay ahead of their competitors. By analogy, the most 

popular candidate in a political election usually receives 

most of the votes [10].The ease with which false 
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accounts and actions can be obtained. An example is 

false accounts being bought online at a marketplace 

[11] at minimal cost, or delivered through 

crowdsourcing services [12]. It is even possible to buy 

Twitter followers and Facebook „„likes‟‟ online [5]. 

 

II. RELATED WORK 

    If a certain message contains these words or 

number of words these are addressed to as spam. 

These rules have also been used in social media 

platform with a success. Although the main drawback 

is that the process of developing new words are easy 

and constant and the use of shortened words are 

becoming more common on platform for example loll 

which means laugh out loud. Pattern matching 

techniques are being used to detect these shortened 

words on these platforms. For instance, from any 

account a tweet is published regarding trending 

information on the social media platform or a new 

account not more than a day old starts advertising 

about the trending topics is regarded as fake [5]. 

Facebook uses algorithms which can identify bots 

using the number of friends for deceptiveness which 

could either be related to relationships history or 

tagging. The above rules specified are successful for 

identifying bot accounts by have not been successful 

in identifying fake accounts by humans [11]. 

   Unsupervised ML was effectively connected by 

"Gu el al. His exploration demonstrated bunching, that 

is a typical Unsupervised ML technique, could be 

utilized for distinguishing bots. By Unsupervised ML 

machine taking in, information are not labelled, 

information is assembled in view of closeness. 

Grouping functions admirably to recognizes bots as 

these bots as a rule share co atributes and has a 

similar reason. 

    If a certain message contains these words or 

number of words these are addressed to as spam. 

These rules have also been used in social media 

platform with a success. Although the main drawback 

is that the process of developing new words are easy 

and constant and the use of shortened words are 

becoming more common on platform for example lol 

which means laugh out loud. Pattern matching 

techniques are being used to detect these shortened 

words on these platforms. For instance, from any 

account a tweet is published regarding trending 

information on the social media platform or a new 

account not more than a day old starts advertising 

about the trending topics is regarded as fake [5]. 

Facebook uses algorithms which can identify bots 

using the number of friends for deceptiveness which 

could either be related to relationships history or 

tagging. The above rules specified are successful for 

identifying bot accounts by have not been successful 

in identifying fake accounts by humans [11]. 

    All RR interval series were also checked by visual 

inspection analysis. Subjects with sustained 

tachyarrhythmia were excluded from the study. 

Baseline clinical characteristics of the patients 

enrolled in this study are shown in Table I. The study 

was approved by the ethics committee of Fujita 

Health University and conformed to the principles 

outlined in the Declaration of Helsinki. All patients 

provided written informed consent 

 

III. CLASSIFICATION  

    Classification consists of predicting a certain 

result based on a given input. In order to predict the 

result, the algorithm processes a training set contain a 

set of attributes and the individual outcome, usually 

called prediction attribute.  

Data classification is the process of 

formulating  data into categories for its most potent and 

adequate use. There is some algorithm in classification 

which helps to analyze our work are random forest, 

SVM, ANN.  

 

A. Recursive  

        A recursive algorithm is one that calls itself 

repeatedly until a certain condition matches. It is a 

method common to functional programming. Iterative 

algorithms use repetitive constructs like loops.Some 

problems are better suited for one implementation or 

the other 

 

B. Logical 

       An algorithm may be viewed as controlled 

logical deduction. A logic component expresses the 

axioms which may be used in the computation and a 

control component determines the way in which 

deduction is applied to the axioms.  

 

C. Serial   
Algorithms are usually discussed with the 

assumption that computers execute one guidance of an 

algorithm at a time. This is a serial algorithm, as 

antithetical to parallel algorithms, which take 

advantage of computer architectures to process several 

instructions at once.  

 

D. Deterministic  

     Deterministic algorithms solve the problem 

with a predefined process whereas non-deterministic 

algorithm must perform guesses of best solution at 

each step through the use of heuristics. 

 

IV. PROPOSED SYSTEM 

    Classification starts from the selection of 

profile that needs to be classified. Once the profile is 

selected, the useful features are extracted for the 

purpose of classification.  



SSRG International Journal of Computer Science and Engineering ( SSRG – IJCSE ) – Special Issue ICTER Mar 2019 

ISSN: 2348 – 8387                          www.internationaljournalssrg.org                             Page 82 

      The extracted features are then fed to trained 

classifier. Classifier is trained regularly as new data is 

fed into the classifier.Classifier then determines 

whether the profile is genuine or fake . 

 

 
 

      The result of classification algorithm is then 

verified and feedback is fed back into the classifier. As 

the number of training data increases the classifier 

becomes more and more accurate in predicting the fake 

profiles.  

 

        The social networking sites are making our 

social lives better but nevertheless there are a lot of 

issues with using these social networking sites. 

 

    These are done mostly by using fake profiles. 

we came up with a framework through which we can 

detect a fake profile using machine learning algorithms 

so that the social life of people become secured.  

 

         

 
 

 

 

     A non-relational database is a database that 

does not incorporate the table/key model that relational 

database management systems (RDBMS) promote.  

 

    These kinds of databases require data 

manipulation techniques and processes designed to 

provide solutions to big data problems that big 

companies face 

 

      A relational database is a set of formally 

described tables from which data can be accessed or 

reassembled in many different ways without having to 

reorganize the database tables.  

 

    The standard user and application 

programming interface (API) of a relational database is 

the Structured Query Language SQL statements are 

used both for interactive queries for information from a 

relational database and for gathering data for reports 

 

V. SUPPORT VECTOR MACHINE 

More formally, a support-vector machine erect 

a hyperplane or set of hyperplanes in a high- or infinite-

dimensional space, which can be used for 

classification,backsliding, or other tasks like deviation 

detection. Naturally, a good estrangement is achieved 

by the hyperplane that has the largest distance to the 

nearest training-data point of any class, since in general 

the larger the margin, the lower the generalization error 

of the classifier  

 
     Support Vector Machine is an elegant and 

robust technique for classification on a large data set 

not unlike the data sets of Social Network with several 

millions of profiles  It is a binary classification 

algorithm that finds the maximum separation hyper 

plane between two classes. It is a supervised learning 

algorithm that given enough training examples, divides 

two classes fairly well and classifies new 

examples.maximum margin Classification - Given a 

weight vector w and bias weight b, we formulize the 

classification methodology as:  

                𝑤𝑇𝑥 + 𝑏 > 0 ⇒ positive class  

                 𝑤𝑇𝑥 + 𝑏 < 0 ⇒ negative class  

 
     This equation gives a separator and it is 

intuitive that depending upon the choice of the above-

mentioned parameters; we can have several separators 

for the same dataset. 

 

VI. EXPERIMENTAL  RESULTS 

     The engineered features created during step 5 

of the research were explored to understand the corpus 

and it was noted that most accounts had few friends and 

followers. The distribution of friends.  

      

     The data exploration looked at the profile 

descriptions of these accounts.  The exploration showed 

that not all accounts had a profile description and that 

https://en.wikipedia.org/wiki/Hyperplane
https://en.wikipedia.org/wiki/High-dimensional_space
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Generalization_error
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some proledescriptions were shared among accounts, a 

few profile descriptions also contained URLs. 

  

     The results of profiles having an URL as part 

of their profile is where 0 D no and 1 D yes. These 

exploratory results showed that even though we are 

dealing with human accounts only, they still show 

characteristics known to bots, such as having a URL in 

their pro_le description. This further afirmed that 

research previously conducted to detect fake bot 

accounts on SMPs could well be applicable to detect 

fake human identities too. 

 

Confusion Matrix is a technique for 

epitomizing the act of a classification algorithm. 

Calculating a confusion matrix can give you a better 

idea of what your classification model is getting right 

and what types of lapse it is making.  

    

          

             True Positive Rate (𝑇𝑃𝑅) =𝑇𝑃/ 𝑇𝑃 + 𝐹𝑁 

             False Positive Rate (𝐹𝑃𝑅) =𝐹𝑃 / 𝐹𝑃 + 𝑇𝑁 

             True Negative Rate (𝑇𝑁𝑅) =𝑇𝑁 / 𝐹𝑃 + 𝑇𝑁 

             False Negative Rate (𝐹𝑁𝑅) = 1 − 𝑇𝑃𝑅 

 

 

 
 

 

 

 
 

 
    Furthermore, a tailed distribution seemed to 

occur regarding the length of user names chosen for 

accounts. Any outliers on this distribution could 

indicate potential deception, as supervised machine 

learning models will be able to detect this type of 

anomaly. 

 

    Features are selected to apply classification 

algorithms. The classification algorithm is discussed 

further.  

 

    Attributes are selected as features if they are 

not dependent on other attributes and they increase 

efficiency of the classification. The features that we 

have chosen are discussed further.  

 

    After selection of attributes, the dataset of 

profiles that are already classified as fake or genuine 

are needed for the training purpose of the classification 

algorithm.  

 

VII. CONCLUSION 

In the end, we conclude that the research work 

have been done to detect, identify and eliminate fake 

bot accounts created and cyborgs cannot be used for 

differentiating fake account created by human beings.  

      As machine learning has evolved in recent 

days. We can differentiate fake accounts easily by 

applying a data set with fake accounts and marking 

them as fake and real accounts marking them as real . 

So, after the model knows which account fake and 

which account is real, the model will be successfully 

able to differentiate a fake account created by human 

from a real one when the actual data set will be given 

to it. 

 

The Findings indicate that engineered features 

that were previously used to detect fake accounts 

generated by bots, at best predicted fake accounts 

generated by humans with an F1 score of 49.75%.   

       

This can be attributed to the fact that humans 

have different characteristics and behaviours than bots 

which cannot be modelled similarly we investigated 

whether the results from past studies to detect bot 

accounts could be applied successfully to detect fake 

human accounts.  
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      A corpus of human accounts was enriched 

with engineered features that had previously been used 

to successfully detect fake accounts created by bots. 
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