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Abstract  

Education Informatization is conducive to 
obtaining the Learners’ behaviour data both from the 

offline traditional classroom by the educators and the 

network classroom by the online platform. If machine 

learning algorithms can be designed to reveal the 

information underneath these behaviour data, it will 

provide scientific evidences for educators to make 

wise decisions and design effective teaching 

strategies. A framework is constructed for applying 

machine learning algorithms into the Learners’ 

behaviour data, which includes analysing learners’ 

characteristics by Clustering algorithm, constructing 
a risk assessment model by Support Vector Machine 

(SVM) and designing an outlier detection model by 

Support Vector Data Description (SVDD). Utilizing 

the results derived from those algorithms, the 

educators can design effective teaching process to 

match the learners’ practical situation, carry out the 

teaching interventions. Machine learning algorithms 

provide theoretical foundation for the realization of 

learner-cantered, individualized, precise and 

intelligent teaching process. 
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I. INTRODUCTION 

Education Informatization gives impetus to the 

innovation of the teaching mode and environment, 

which brings about new ways of network learning, 
such as Massive Open Online Courses (MOOCs), 

mobile learning and blended learning [1]-[2]. 

Network learning has the merits of low cost and high 

efficiency, and is convenient for personalized and 

fragmented learning. However, most of the courses 

are mainly based on video, and lacks the learning 

experiences of the interaction and communication 

with teachers, which is not suitable for deep learning 

[3]. Blended teaching is proposed based on the 

"learner-centered" principle, which integrates the 

dominant advantages of supervising and controlling 
the offline classroom for the educators, as well as the 

dominant roles of self-regulated and 

individualized leaning through online classroom for 

the learners; it is conducive to better exploring and 

sharing the value of high-quality educational 
resources from network, and has become a 

predictable educational ideological reform trend in 

the international education circle.  

Under the blended teaching mode, a large number 

of Learners’ behaviour data are generated and 

become part of education data, which includes not 

only the subjectively behaviours observed by 

educators, but also the objectively network learning 

behaviours recorded by the online platforms. Existing 

researches have been done to improve the teaching 

quality. Literature [4] introduces MOOC online class 
to replenish and serve the traditional class in the 

campus. Literature [5] proposes Small Private Online 

Course (SPOC), which combines offline answers 

from teachers with online independent learning and 

testing from students. Reference [6] designs a SPOC 

course to carry out the teaching practice, which 

combines the online and offline teaching to match the 

actual development of the school. Literature [7] 

analyses the application basis of learning needs, 

learning plans, content preparation, measurement and 

evaluation in typical SPOC case. Existing researches 

on learning behaviour data include finding out the 
relation with the learning effects [8], designing data 

mining models [9] or adaptive learning systems 

models [10]. Although some accomplishments has 

been achieved, the researchers are still in the start-up 

step and the information beneath the data needs to be 

further exploited.   

Excavating the hidden information among those 

behaviour data is of application study and practical 

exploration use, it will help the educators to make 

much wiser and scientific decisions. The 

development of machine learning provides profound 
theoretical supports for analysing and classifying 

those behaviour data. This paper constructs a frame 

of applying the machine learning algorithms into 

Learners’ behaviour data with respect to the leaners’ 

characteristic, risk assessment and outlier detection. 

Specifically, the C means clustering algorithm is used 

to analyse and divide the learners into various and 

disconnected clusters based on the similarity [11]; 

Support Vector Machine (SVM)[12]-[13] is 

introduced to derive the risk assessment model with 

good generalization and high precision; Support 
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Vector Data Description (SVDD) is applied to find a 

hypersphere with minimal radius and reject samples 

falling outside as outliers[14][15]. The derived results 

can be used as a scientific basis for matching the 

educational resources, designing teaching activities 

and carrying out the teaching intervention.  

II. ANALYSIS OF THE LEARNERS’ 

CHARACTER 

Learners’ behaviour data include knowledge 

foundation, emotional attitude, learning needs and 

interaction behaviours etc., they differ significantly 

from various learners, which have distinct 

characteristics of Isomerism, highly nonlinear 

correlation and multi-mode. Analyse learners can 

help educators better understand the learners’ actual 

situation, and recommend suitable recourses and 

teaching strategies. The target variables are 

characterized by learners’ emotion, attitude, scores, 
etc.  

Clustering analysis is carried out on education data; 

it classifies the learners into various groups based on 

similarity among the education data. Clustering uses 

the principle of “Intra-group Distance Minimization” 

and “Inter-group Distance Maximization” ， It 

classifies the samples into various groups，where 

samples in the same class has high similarity and 

samples in the different class has high differences. 

The commonly used clustering algorithms are 

classified into division method, hierarchy method, 

density method, grid method, and probability model, 

etc. 

C Means (CM) clustering is a widely used density 
based method, which has the merit of simplicity and 

speed, and only the initial center is required. CM is 

used to analyse the learners with respect to the 

knowledge foundation, learning habit, general 

characteristic and emotion attitude.  

 Denote by 1{( )} ( )l n

i i iX x x R   the Learners’ 

behaviour data, where ix is the i -th training data of n  

attributes. C Means (CM) clustering algorithm aims 

to divide all the data into c disconnected subsets 

( 1, , )iX i c L , satisfying  

1
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C Means (CM) minimizes the following 

objective function with a minimal square distance. 
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Here, ( )ij c lU u  is the membership matrix, 

where 1iju  means the j -th data is assigned to the 

i -th cluster 1 2{ , , , }cZ z z z  and 0iju  means 

the j -th data is not assigned to the i -th cluster; 
ijd is 

the Euclidean distance from jx to the i -th cluster 

center iz , which is computed by 

2
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where
p

iv is the p -th attribute of any column 

vector
1 2( , , , , , )p n T

i i i i iv v v v v   ． 

    Select c samples as the initial cluster center; C 

Means clustering assigns the samples to the nearest 
clusters; compute the new cluster center and repeat 

the whole process. Until the objective function is 

minimized. 

III. DATA DRIVEN LEARNING RISK 

ASSESSMENT MODEL 

The learning risks of the learners are 

influenced by the knowledge foundation, emotional 

attitude, interaction behaviour. In the blended 

teaching mode, the information data consists of the 

offline classroom and the online platform, while the 

former are collected by the educators based on some 
predefined system indicators and the latter are 

recorded by the online platform. If an assessment 

model can be designed to evaluate the risk of the 

learners based on the information data of learners’ 

behaviour, which gives dynamic assessment and 

timely diagnosis based on each factors related with 

learning, the educators will have objective basis to 

carry out the teaching intervention to improve the 

teaching influences.  

Support Vector Machine is used to formulate the 

risk assessment model, and the risk levels will be 

divided into two or three categories by the educators, 
such as high - low or high- middle - low. It can even 

be divided into more categories according to the 

educators’ own needs. SVM is proposed by Vapnik 

with profound statistic learning theory (SLT) and 

optimization theory. It has the merit of high 

generalization ability, high precision and few 

parameters. Without loss of generality, we use the 

binary classification case to explain the principle of 

SVM, with the circles as the positive class and the 

rectangles as the negative class. When the two classes 

are separable, SVM figures out the dashed line as the 
separating plane and uses the solid line to predict the 

class label for any new data. If the test sample lies 

above the solid line, it is treated as the positive class; 

and if the test sample lies below the solid line, it is 

treated as the negative class. Usually, the data cannot 

be separated completely; SVM introduces slacks
 
to 



SSRG International Journal of Computer Science and Engineering (SSRG-IJCSE) – Volume 6 Issue 10 – Oct 2019 

 

ISSN: 2348 – 8387                          www.internationaljournalssrg.org                         Page 15 

allow tolerances or called errors for the misclassified 

points. Figure 1 demonstrates the classification 

principle in the linear separable and non-separable 

case.  

 
Fig. 1. Classification principle of SVM in the linear separable and non-separable case 

In real cases, the data may be more complex, no 

matter how hard we try, and the data cannot be 

separated by the linear techniques. SVM introduces 
the technique of Mercer kernel by using a nonlinear 

map : ( )x x  to transform data in the original 

space to a high feature space, so that linear techniques 

can be used. Figure 2 demonstrates the classification 

principle in the linear separable 

 

Fig. 2. Classification principle in the non-linear case 

Denote by 1 1 2 2{( , ),( , ),..., ( , )}l lT x y x y x y the 

learners’ behaviour data as the training set, where 
n

ix R is the column vector collected from the 

teaching process for the i -th learner; iy is the risk 

label indicating the level: =1iy indicates the high risk 

and = 1iy  indicates the low risk.  

SVM aims to find the optimal separating 

hyperplane and separates data into two disconnected 

classes. Introducing a set of slacks 1{ } ( 0)n

i i i   for 

each misclassified data to allow errors, and pay a 

penalty 0C  proportional to the amount of constraint 

violations; SVM minimizes the following program 

with “Structural Risk Minimization” principle to get a 

decision function with good generalization and high 

precision. The linear separable cases can be formed in 

the same frame work, and we will illustrate the 

nonlinear separable case without generality. 
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    (4) 

The optimal separating hyperplane to be defined 

is 0Tw x b  , where  nw R is the normal to the 

separating hyperplane, b R is the bias, “T ”is the 

transpose operation, 1 2

Tp p is the inner product 

of 1p and 2p ;  lR is the constraint violations or 

called the error. The linear separating hyperplane is 

exactly one straight line in the two dimensional space 

http://www.baidu.com/link?url=DdCOAXHWirtRjV_KlhEVjHt5LpVh3DBl1_XqBFWVcLWWuHlqF3o0-BL5-gfXiQjKElNoXu7t_NnEpMiri4zccKGNHK8H36QcwmE46AiSZSPHLM9lYma-4x2CNbGdZvng
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for
2x R ; and it will be one flat surface in the three 

dimensional space for
3x R .  

The dual technique in optimization theory is utilized 

to transform the above program into one dual program 
and figure out the solution. Please refer to reference 

[16] for detail. Denote the Lagrange multiplier 

as 0( 1, , )i i l    , the dual program is minimized 

as follows in SVM.  
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Here ( , ) ( ( ) ( )) ( ) ( )TK x y x y x y      is 

the kernel function. The commonly used kernels are 

the linear kernel ( , ) TK x y x y , polynomial 

kernel ( , ) ( 1)T dK x y x y  and Radial basis kernel 

2 2( , ) exp( || || / )K x y x y     

For the new input data, we use the sign function to 

predict the risk label for any new data x  

* *

1

( ) sgn{ ( , ) }
l

i i i

i

g x y K x x b


        (6) 

IV. INTRODUCTION 

Learners’ behaviour data reflect the learners' 

learning status, which contains a variety of factors, 

such as knowledge foundation, emotional attitude, 

learning style, and interaction status. The factors are 
further differentiated into many attributes such as 

learners’ metacognitive level, motivation interest, 

learning style, individual differences, self-discipline, 

question feedback, extended learning, score ranking, 

preview and review, learning plan, note-taking. All 

those data are collected and transformed into the 

column vectors. Analysing those kinds of education 

data using machine learning techniques, we can detect 

the abnormal models as outliers, and provide us proof 

to make wiser decisions. 

Support Vector Data Description is a widely used 

method in outlier detection, which finds out a 
hypersphere with minimum radius to cover all the 

target data, and reject the others as the outlier data 

falling out of the hypersphere.  

Denote by { }( ,( 1,..., )d

i ix x R i n  the target 

data in 
dR , which contains the education information. 

Respectively denote by R and a  the radius and center 

of the sphere, 1{ } ( 0)n

i i i    the slack for the i -th 

data, SVDD introduce ( 0)C C   the penalty to make 

compromise between the errors and the complexity， 

and minimizes the following program 

2
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Similar as that in SVM, kernel function is introduced 

to get more flexible description model without extra 

computation. 
  The optimal solution can be obtained through 

figuring out its dual by introducing Lagrange function 

and differentiating it with respect to ,R a and
i . 
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   Denote its optimal solution as
* * *

1 2( , ,..., );n   the 

sphere center
1

n

i i

i

a x


 is a linear combination of 

input training samples, and the radius is computed by 

1

1
|| ||

n

i

i

R x a
n 
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(9) 

For any input education data x , if the distance to 

the sphere center is less than R , we accept the 
learners as the target class, and the learners’ status is 

normal; if the distance to the sphere center is bigger 

than R , we detect the learners as the outlier class, and 
the learners’ status is abnormal.  Figure 3 illustrates 

the classification principle of SVDD. 

  
Fig. 3. Classification principle of SVDD 

SVDD uses (10) to judge the status of a new 

learner. 
2( ) sgn{ ( ( ) ) ( ( ) )}Tf x R x a x a      (10) 

V. CONCLUSIONS 

Denote the Learners’ behaviour data in the 

vector form, this paper designs a frame for applying 

the widely used machine learning algorithms for 

analysis and classification. Using the obtained 

scientific evidence, the educators can teach more 

effectively and provide the learners needed education, 
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which will increase the speed and quality of education 

informatization. Future research will include applying 

these algorithms into real education data and mining 

the hidden information, which will be beneficial to 

designing the teaching strategy and carrying out 

intervention for the teachers. 
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