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Abstract - Weather forecasting is important for the daily life 

plan of the person, but the agriculture sector is also 

dependent on the weather condition and several industries. 

This research work reflects the prediction of the metrological 

parameter in the time series, i.e., prediction of Rainfall by 

using ANN (Artificial Neural Network) based model NARX 

(Nonlinear Autoregressive with exogenous input). In this 

research paper, more than a few ANN models that rely on 

real-time sequence recurring NARX-based ANN techniques 

are initiated, trained, and tested with different parameter 

settings to find the network model's best possible output to its 
most-wanted prediction function. The model network's 

performance is evaluated on the basis of the Mean Squared 

Error (MSE) performance of the model when the data sets 

are trained, validated, and tested. Although one step ahead 

of prediction, multi-phase ahead prediction is more 

complicated and difficult to carry out because of its 

underlying added complication. Therefore, the findings 

found in this work provide useful and helpful suggestions for 

the NARX-ANN model parameters, particularly the choice of 

hidden layer size and self-regressive leg terms for an 

efficient predictor of multi-step time series. This study aims 
to build and train a network that can predict and predict the 

weather portion of precipitation by optimizing the 

parameters of the neural network. 
 

Keywords -  Artificial Neural network (ANN), NARX model, 

Outlier recognition, Time Series forecasting, Rainfall 
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I. INTRODUCTION 

Due to its changing, continuous, data-intensive, 

unpredictable, and erratic output patterns, forecasting the 

weather is a difficult time series prediction problem. 

Extensive time series forecasting algorithms and techniques 

currently exist and are widely adopted. However, innovative 

work continues to advance methods and techniques for 
reliable and precise forecasting results. Over the last decades, 

more than a few weather forecasting studies have been 

tracked to include various promising forecasting models. 

 

Weather Forecasting predicts atmospheric conditions such as 

snowfall, storm tides, ambient temperature (minimum and 

maximum), air pressure, Humidity, Rainfall, and floods. 

Rainfall is one of the most critical parameters of the season. 

It plays a crucial role in forestry, the food production 

program, and water resources management. In the chaotic 

time series results, the unwanted noise signal may be 

included due to which the basic characteristics of the signal 

kill and decrease the accuracy of the prediction [4]. 

Weather forecasting is usually a neutral time series 

forecasting challenge in scientific meteorology science. The 
ordered sequence of data samples corrected over time 

intervals is the time series, as shown in Figure 1. Time series 

data is used in a variety of applications. For example, few 

data sequences have seasonality, and few show patterns, i.e., 

exponential or linear, and few are trendless, unpredictable in 

a few steps. In response to this scenario, some pre-processing 

needs to be done to monitor such volatile or fluctuating 

features. To derive any useful data from the data collection, 

additional uniqueness of real-time series data and prediction 

of future data are based on previously defined data, time 

series testing, forecasting, and predicting models are carried 

out and deployed. 

 

  Figure 1 Time series data for monthly Air Passengers 

 

http://www.internationaljournalssrg.org/IJCSE/paper-details?Id=437
http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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The NARX network is known to delay the neural network 

(TDNN) [2]. The time series NARX models are important 

for time-dependent forecasting data and the dynamic system 

[3]. 

Rainfall weather forecasting parameter is one of the world's 

trending problems because it has multi-dimensional and non-

linear data in various fields, such as seasonal change and 

agricultural production. Recently, climate change has created 

issues in forecasting. Here in our study, we have 

implemented a rainfall forecasting model using advanced 
neural network algorithms. Artificial Neural Network 

involves many inter-connected processors called neurons. 

Growing neuron generates a series of true valued results. The 

neurons are triggered through the input sensors, and other 

neurons are triggered through the previously activated 

neurons. Some neurons are affected by the triggering actions. 

And the input in our work is NARX (Nonlinear Auto 

Regressive Exogenous Data). The model is trained using 

different parameter settings such as hidden layer size, input 

delays, feedback delays. 

Traditional linear statistical models, such as the ARIMA 

model or the Box-Jenkins [1-5], have been used in the 
forecasting field for a long time. Nevertheless, if the basic 

method is non-linear, these methods do not have the right 

results. The real-life approach is almost non-linear, taking 

into account the inadequacy of the conventional 

mathematical model. Subsequently, in the 1970s and early 

1980s, it was found that non-linear models were ideal for 

real-life methods as opposed to linear models[6][7]. 

A. NARX-ANN: 

The NARX neural network has a robust nonlinear mapping 

capability relative to others. Unlike other algorithms, NARX- 
ANN modeling with real-time and continuous data can give 

better predictive analysis so that NARX can be used 

extensively in multivariate irregular and continuous time 

series predictive models [8]. 

Nowadays, the ANN (Artificial Neural Network) model is 

used by researchers to predict erratic, chaotic, and 

continuous-time series results. ANN is divided into two 

categories, static ANN and dynamic ANN. Static neural 

networks are widely distributed in the BP and RBF neural 

networks [8], static neural networks do not have feedback as 

well as memory feature, for the network to simulate or learn 
that the current output depends only on the current input, 

there is no need for past input or past output. Static ANN 

does not have a memory and feedback function that is why 

the network's generalization capacity will be small, which is 

not suitable for the real-time data prediction model. On the 

other hand, the functional neural network is more fitting for 

the continuation of the prediction model of the time series. 

Throughout the chaotic real-time series, past input and past 

output are closely related to current output since the dynamic 

neural network has a feedback mechanism and memory 

mechanism such that we can use the dynamic neural network 

for chaotic time-series data to achieve reliable and accurate 

information. NARX regression is more suited to dynamic 

nonlinear-NN, offering better results than others. 

Multi-step input and output delay in the NARX neural 
network model reflects the prior status of the data. The 

NARX network has a strong non-linear mapping capability 

to perform with memory function, adaptability, and accurate 

performance. It's easier and better for a chaotic time series 

system. 

Previously rainfall prediction was made by the atmosphere's 

old physical and statistical chart, inaccurate and inaccurate 
for long periods. Nowadays, neural networks and machine 

learning techniques are more reliable, secure, stable, and 

robust. In our research, rainfall prediction technologies were 

explored to deliver more reliable rainfall results over long 

periods. 

 In recent years, several researchers have worked on various 

models and methods for predicting chaotic and dynamic time 

series structure, and some are linear predictive models, 
including AR [9], ARMA [10], ARIMA [11], etc. NN model 

including RBF neural network [12], echo state [13], extreme 

learning machines [14], Elman neural network [15], support 

vector machine [16], least-square support vector machine 

[17], adaptive filter [18], etc. Several other researchers used 

chaotic time-series data [19-21] to work on the prediction 

models. 

II. LITERATURE REVIEW 
They focused on linear regressive algorithms in their 

research and a variant on a practical regressive algorithm 

capable of capturing current weather or atmospheric patterns. 

Both of their algorithms were performed by specialized 

weather forecasting systems, so the gap between their 

algorithms and the specialized one time was quickly reduced 

for weather forecasting, and their model was able to perform 

specialized ones for longer time scales. Linear regression 

proved to be a model of low bias, moderate variance, while 

functional regression proved to be a model of moderate bias 

and low variance [9]. 

The Bayesian classification algorithm was used to recognize 

weather forecasting and prediction. They compared their 

algorithm with a variety of algorithms based on a genetic 

algorithm model, and, as a result, they achieved accurate and 

précised information [10]. 

They worked with recurrent neural networks on forecasting 
the Wind Speed. They have carried out a comparative 

analysis of wind speed forecasting accuracy between 

univariate and multivariate ARIMA, and the data set 

collection is from the Wind Engineering Research Field 

Laboratory. They compared five different heights for mean, 

median, temperature (maximum and minimum), and standard 

deviation for wind forecasting. Consequently, the non-linear 
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ARIMA models produce more efficient wind speed 

forecasting results than the linear ARIMA algorithm [11]. 

They used the non-linear ANN statistic technique to forecast 

weather parameters and returned the result that the NARMA 
algorithmic system and the ANN model area unit could not 

capture the intrinsic complexity of the non-linear time series 

[12]. 

This paper collects data for five years from January 2010 to 

January 2014 from the weather department at the Nagpur 

station. Temperature, pressure, and Humidity are typically 

the responsible parameters for the precipitation area unit. The 
usable datasets analyzed and calculated the Mean Absolute 

Error (MAE), Mean Square Error (MSE), and Standard 

Deviation (SD) variables in the Normal Trend Growth 

Algorithm [13]. 

Their proposed study is tested by comparing the models, the 

classic Box-Jenkins (AR) and other traditional neural 

networks (FTDNN and Elman). From these models, better 

performance is given by the NARX network [14]. 

III. DATA SET RESOURCE 

Meteorological data in real-time were downloaded from the 

Mateo Weather Station mounted, as seen in Fig.2, at the 

Neuronica Laboratory, Politecnico Di Torino. Further 

research is carried out by adding certain pre-processing 

measures to data extraction, noise reduction, and outlier 

identification. 

 

Figure 2 : Mateo Weather Station [14] 

IV. PROPOSED METHODOLOGY 

We used advanced neural network algorithms to forecast and 

model prediction. The use of neural networks is entirely 

focused on neural networks' potential to estimate nonlinear 

functions in time series forecasting. Consecutively predicting 
and forecasting rainfall values, the selection of ANN that we 

considered being NARX. NARX stands for a Nonlinear 

Auto-Regressive neural network model with exogenous 

inputs. The NARX algorithm is derived from self-regressive 

algorithms. The term self-regression means that the object 

regresses toward itself. In this respect, along with the auto-

regressive inputs, the NARX algorithm uses the previous 

target values as outputs. ANN-NARX is the nonlinear Auto-
Regressive exogenous-input network algorithm [14]. NARX 

neural regression network has features such as input layer, 

hidden layer neurons, an output layer, input delay, and output 

delay, estimating input delay and output delay order number, 

and pre-training the hidden layer size of neurons. Fig.3 

displays the schematic diagram for the neural network. 

 

           Figure 3 NARX Neural Network System 

In above Fig.3, the neural network parameters consist of 

some features such as d is order delay, m is the hidden layer 

neurons, W is the weight matrix of the input vector and the 

feedback vector of the network, b is biased, f1 is the 
activation function of the hidden layer of the neural network 

with 'tansig' function, f2 is the activation function of the 

hidden layer of the neural network with 'purelin' transfer 

function. The NARX-ANN model is based on the time delay 

system, and the dynamic recurrent network is based on 

performance feedback. The neural network model includes 

both original input data and output data after training during 

the three steps of training, validation, and testing, so that the 

generalization capability of the neural network is better than 

before. Here's the mathematical representation of the NARX-

ANN model: 

y(t)=f[y(t-1),y(t-2),…,y(t-ny),u(t-1),u(t-2),….,u(t- nu)] (1) 

The function f(.) shows the ANN non-linear function. We 
observed that the input uses the previous one's output for the 

feedback function and enhances the network's efficiency and 

accuracy through the open-loop and closed-loop training. If 

we want to fulfill our requirements for better performance, it 

is important to set the appropriate network model parameters. 

The function f(.) of the above equation ( 1) depends on the 

number of hidden layer neurons. If we use more neurons, the 

output result will be closed to the expected target value and 

the prediction error, Mean Squared Error (MSE), 

autocorrelation, and input errors will be low in the error map 

NARX network training, making the NARX model better. If 

any of these errors are high, The parameter settings, such as 
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the number of neurons in the hidden layer, the order of the 

input delay, and the delay of the feedback, should be changed 

until the output value and the target value are not in the same 

processor stage, and the error between the output value and 

the target value is in the correct range. To get better output 
analysis, the neural network parameters, just like a number of 

hidden layer neurons and input delays, need to be checked 

repeatedly. 

A. MODEL ESTIMATION CRITERIA 

In this research, I have used Mean Squared Error (MSE) to 

determine the prediction and forecasting errors. Mean 

Squared Error is the way to obtain the system errors, which 

estimate the deviation between the predicted and targeted 
value. The mathematical representation of the Mean Squared 

Error is given below: 

 

𝑴𝑺𝑬 = √
∑ (𝒀𝒕𝒓𝒖𝒆,𝒊−𝒀𝒑𝒓𝒆𝒅𝒊𝒄𝒕,𝒋)𝟐𝒏
𝒊−𝟏

𝒏
           ………… (2) 

In the above formula, the Ytrue, i is the targeted value and, 
the predicted value is Ypredict,j, and n is the number of test 

sets attempted. 

 

A flowchart of the research is given below: 

                Figure 4 : Methodology 

 

Prediction and estimation of precipitation involves a dynamic 

process that has not yet been completely understood. To 

order to overcome this, we have tried to put even more work 

into making rainfall forecasts. 

a) DATA PRE-PROCESSING AND FEATURE 

EXTRACTION: 

For getting accuracy in the rainfall predictions, we need to 
have meaningful and realistic datasets that include content 

participation and likely compact errors. Internal and exterior 

properties of the precipitation rainfall prediction sector 

depend on various factors, including wind, temperature, 

Humidity, previously obtained rainfall data and 

meteorological characteristics of the catchment area, and so 

on. 

A valid dataset is filtered using a low-pass butter-value filter 

from a fluctuating, noisy and bulky dataset. Here in Figure 5, 

we can see the filtered dataset after pre-processing. 

 

Figure 5 : Rainfall Filtered Data 

b) CREATING NARX MODEL: 

                        Figure 6 : NARX Model 

 

The time series's potential forecast values from the past 

values of that time series and past values of the second time 
series x(t) are seen in the above figure y(t). This kind of 

model of prediction is called NARX and can be written 

mathematically as follows: 

y(t)= f(y(t – 1),., y(t – d), x(t – 1), ..., (t – d))--- (3) 
 

The typical NARX network is a two-layer feed-forward 

network, along with the hidden layer's sigmoid transfer 

function and the output layer's linear transfer function. 

NARX uses tapped delay lines to store previously obtained 
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x(t) and y(t) series values. Notice that the NARX network 

output, y(t), is returned to the NARX network input using 

delays, as y(t) is a function of y(t – 1), y(t–2),...,y(t–d). 

However, it is possible to open this feedback loop for 

competent training. Since the true output is usable when the 

network training occurs, in which the actual output is used 

despite feeding back the simulated output, it has two 

benefits. The first is that the feedback is more reliable and 

concise for the feed-forward network. The second is that 

there is a pure feed-forward architecture in the resulting 

network, and a more robust training algorithm can then be 

used. The default number of hidden layer neurons is 10, and 

the delay order is 2. For improved performance 
measurement, we should adjust these settings. 

 

c) TRAINING AND TESTING: 

Our research has used Matlab Neural Network nts toolbox 

to build up and test the NARX model. Input dataset for the 

Rainfall is the chaotic time-series data, which collects 

different weather parameters for better rainfall prediction 

performance analysis, such as Humidity, temperature, and 

previously obtained rainfall outputs. We determined the 
future values of the Rainfall; if the input is x(t), we 

determined x(t+1). This parameter is obtained by using the 

NARX NN model's proper parameter setting, such as the 

number of hidden neurons on the layer and the order of 

delay. We tested a lot of various function sets, first, by 

sequencing the meteorological parameters by adding and 

deleting these.  Subsequently, find the necessary lagged 

terms of the chosen parameters to be used as characteristics 

to be included. This was further split into the training range 

(70%), validation (15%), and checking with a 15% ratio, 

respectively. 

Table 1 Parameters Setting 

 

d) TRAINING ALGORITHM: 
Levenberg Marquardt (trainlm) is preferred for most issues, 

except for certain loud and minor issues. It can take longer 

for Bayesian Regularization (trainbr). 

The training continued until, for six iterations (validation 

stop), until the validation error failed to decrease. 

 

V. RESULTS 

After training the network 200 times with different parameter 

settings by changing input delays, feedback delays, and the 

number of hidden layer neurons. Then we get to know that by 

using delay order is 2 to 4, and hidden layer neurons are set 
to 35 to 65 then the training get better performance effect, 

and there is a small deviation between output and target 

values and MSE gets closer to 0 with 0.00483 value at input 

delays 2 and feedback delays 3, and the number of hidden 

layer neuron size is 55. The network model we obtained is 

shown in the figure. 

Figure 7 : Training Model 

The following figure shows the relationship between output 

and real or target values, and R is the correlation factor 

between output and target values. It gave 0.9947 near the 1, 

which is the closest approximation of the results we have 

achieved. The figure is given below: 

Figure 8 : Correlation between Target and Output 

Values 

 

The figure below shows that errors in training, validation, 

and testing decreased until iteration 23. There does not seem 

to have been any overfitting, as neither testing nor validity 

error improved before iteration 23. 
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Figure 9 : MSE Performance 

All preparation, including the validation and testing phases, 

is done in an open-loop (also called a series-parallel 

architecture). The typical workflow is to create a network in 

an open-loop entirely, and it can be transformed into a 
closed-loop for multi-step prediction only after it has been 

educated (including validation and checking steps). 

Similarly, depending on the open-loop training data, the R 

values in the Interface are calculated. 

 

Close the NARX network loop, so a one-step prediction is 

made when the feedback loop is opened on the NARX 

network. Predict the next y(t) value from the previous y(t) 

and x(t) values. With the loop closed, multi-step forward 

predictions can be used. This is because the y(t) predictions 
are used instead of the true y(t) values of the future. 

 

More calculation is needed to maximize the number of 
neurons and the number of delays, and this appears to over-

fit the data when the numbers are set too high, but it helps 

the network solve more complex problems. More layers 

require more computation, but their use can result in more 

effective network resolution of complex issues. To use more 

than one hidden layer, insert hidden layer sizes in the fitness 

command as array elements.                    

Figure 10 : Rainfall Prediction 

 

Figures 10 and 11 show the deviation between the actual and 

targeted (predicted) value of the Rainfall, which is in the 

minor phase. 

Figure 11: Rainfall Prediction 

Figure 12 below the forecasting performance is measured 

for 4-steps ahead, with test planned for the next 1 hour 
onwards. This plot displays the 1-hour prediction errors 

for 4 separate test sets that were later simulated.   

      

 

 

 

 

 

 

 

 

 
Figure 12  4 :Steps ahead forecasting 

Figure 13 below the forecasting performance is measured 

for 8-steps ahead, 8-steps ahead, with test planned for the 

next 2 hours onwards. This plot displays the 2-hour 

prediction errors for 8 separate test sets that were later 

simulated. 

 

 

 

  

 

 

                    Figure 13 8 steps ahead forecasting 
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Quality forecasting review for 12-steps forward forecasting 

for each test range for the next 3 hours onwards shows that 

forecasting models can present higher MSE or lower 

precision instead of shorter forecasts for long-term future 

values. Figure 14 below is as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14 12 : steps ahead forecasting 

Table 2 : Forecasting Analysis 

 

B. CONCLUSION: 

In this research, prediction and forecasting of Rainfall were 

carried out using the algorithm to find the optimal network 

model according to their desired forecasting function. NARX 

models based on much different time series have been 

developed and trained with different parameter settings. 

 

This work's primary goal was to contribute to the study and 

development of multi-step forward forecasting with NARX 
modeling. Because of the increasing phases 4, 8, and 12 for 

the next 1, 2, and 3 hours, forecasting was computed. 
 

On short-term multi-step forecasting, the forecasting model 

can be better than longer models. For short-term future 
values, forecast models offer much higher accuracy than 

longer forecasts because the real-time series is essentially 

chronological data with temporal modifications.   

This means that the correct selection of lagged terms 

increases the stability of the model for reliable predictions. 

This means that the right choice of lagging conditions 

increases the credibility of the model for detailed forecasts. 

The delay terms must, based on this, be chosen and taken into 

consideration. 

C. FUTURE WORK:  

From this work, the findings concluded that the proposed 

model was capable and could be further applied to the multi- 

step forward forecast of a complex range of weather 

parameters, such as Humidity, pressure, and temperature. 
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Table 3 : Different Parameter Settings To achieve desired Forecasting Analysis  
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