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Abstract - The Low-Density Parity Check (LDPC) codes are 

an important aspect of 5 G communication systems. This 

code is a forward error correction block code that corrects 

errors by iteratively performing decoding operations. Using 

High-Level Synthesis (HLS) techniques, however, this paper 

presents a high-performance Min Sum LDPC decoder. HLS 

for FPGAs is widely used as a good hardware synthesis tool 
due to one of the key advantages of FPGAs is flexibility. This 

paper uses an optimization technique including array 

partitioning and loop unrolling to minimize latency and 

increase throughput. The results showed that the 

implementation speed was increased. For simulation results, 

Xilinx Vivado HLS 18.3 is used on Zynq-7000 Evaluation 

Board Part xc7z020clg484-1. 
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I. INTRODUCTION 
Gallagher discovered the “Low_Density 

Parity_Check” (LDPC) code in 1962[1], which is a type of 

“linear block code”. This code has a high error-correction 

performance that is close to the Shannon limit [2], as well as 

a sparse parity check matrix [3]. Furthermore, because of the 

intermediate decoding complexity combined with the high 

level of parallelism in hardware implementation, these codes 

were well suited for new wireless communication systems. 

LDPC codes are widely used in Wireless LAN (IEEE 

802.11n), Mobile WiMax (IEEE 802.16e) [6], and 10 Gb/s 

Ethernet (10GBASE-T). In addition to satellite television, 

space communications, and other industries [7]. The Density 

Parity Check (LDPC) codes are used extensively for various 

communication and storage systems due to their excellent 

ability to correct errors [8]. 

The LDPC codes are two kinds, binary and non-

binary[9] [10]. For large block lengths, binary LDPC codes 

demonstrate good error correction and use of channel 

capacity. Because of the short cycles in the parity matrix, 

short word lengths show poorer performance. Galois field 

GF(q) [11] has defined non-binary LDPC codes [12]. Binary 

LDPC codes can be classified into regular and irregular 

LDPC codes [13] [14]. If column and row weights are 

constant, the LDPC code will be regular. Otherwise, The 

LDPC code is irregular [11]. 

In this paper, we propose a binary regular LDPC  Min-

Sum decoding algorithm using the optimization techniques 

of HLS tools (array partitioning and loop unrolling) to 

minimize latency [15] [16]. The Min-Sum algorithm is the 

most efficient LDPC decoding algorithm, which is referred 

to as a soft decision algorithm. The minimum algorithm is 

widely used to implement LDPC decoders in hardware. 

Since no estimates of the Signal-Noise (SNR) channel over 

the AWGN channel are required, it also is low in complexity 

and robust to quantize [17]. 

II. RELATED WORK 

The implementation of the LDPC hardware has 

attracted many researchers around the world. One of these 

studies is Yi, and Xiaorong [18] proposed a partial-parallel 

approach for the LDPC decoder. The general architecture of 

the design is MIMD-based, while the internal calculation unit 

is SIMD-based. A programmable method was used with the 

processor, and Normalized Minimum Sum (NMS) was 

involved. The results reflected higher fast calculation speed 

and a simple chip layout. The authors used “Xilinx Kintex-7” 

and “Verilog” for writing code of the decoder (“QC-LDPC”) 

with a ¾ rate and 2304 bits of code length. The authors also 

used software called VC6.0 to randomly generate the binary 

sequence (source sequence). The source sequence was coded 

using MATLAB. The modulation was performed using 

BPSK on the AWGN channel. The signal-to-noise ratio was 

2 dB, with the proposed structure fits the case when having a 

multi-bit rate and multi-code long decoders[19]. 

The Min-Sum algorithm has been widely involved in 

the design of the LDPC decoders. This is due to the 

efficiency that can be obtained when using it. Many 

developers around the world use the original version of this 

algorithm. However, many researchers adjust the algorithm 

by performing modifications aiming at fitting the needs. Liu 

et al [20] presented an approach for modifying the Min-Sum 

Algorithm (MSA). The modification included a threshold 

called “Threshold Attenuated”, and here the algorithm was 

called TAMSA. Its goal was to improve the Bit-Error Rate 

(BER) with no additional cost required compared to the 

http://www.internationaljournalssrg.org/IJCSE/paper-details?Id=451
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conventional AMSA. The TAMSA showed that the modified 

version of MSA did not require extra area or power for 

circuits. Besides, the authors in [20] investigated the layered 

features of the aforementioned approaches (MSA, AMSA, 

and TAMSA). Romani [21] an approach that aimed to 

accelerate the LDPC decoder in 5G networks. The author 

used software developed by OpenairInterface Software 

Alliance consortium (OAI). The code was explored using 

OAI and then optimized using the SDAccel environment 

under Xilinx, which included the corresponding bitstream. In 

implementing the decoder, HLS was used and the 

synthesizing was performed using Vivado HLS.  

Another study that was performed by Anantharaman et 

al. [22] aimed to modify the MSA algorithm and then 

optimize it for the LDPC decoders. The implementation was 

performed for (8 x 12) parity-check matrix, using Zynq-702 

board, and the results were obtained using Vivado. The 

optimized MSA used a factor that was introduced in the 

horizontal step aiming at decreasing the iterations of the 

decoder as well as reducing the complexity of the FPGA 

used. Furthermore, Pawankar and Mohota [23] proposed a 

low complexity approach of the LDPC decoders. Three 

processes were involved, the encoding included 324 message 

bit that created 648 bit encoded message.  

The second process included the use of the AWGN 

channel for passing the message, then the third process used 

MSA to produce the exact message. Variable Node Unit 

(VNU) and Check Node Unit (CNU) were the main 

components of the LDPC decoder structure, which decreased 

the complexity of the proposed structure. Fewer slice 

resources were obtained using the MSA algorithm. Also, 

minimum resources were consumed since the design 

included multiplexed structure. The work of Zhou and Zhang 

[24] suggested two obfuscation designs for the LDPC. The 

results showed that both of the proposed approaches were 

resistant to the removal attacks, AppSAT, and Sat. Also, the 

throughput was reduced to 1/3 and the error rate was 

increased with an area overhead of approximately 0.33%. 

Alvarez et al [25] proposed a design for the Non-Binary 

LDPC (NB-LDPC). The design was implemented for the 

“NB-LDPC” code (128,64) under the “Virtex-5QV FPGA”. 

The results showed that the proposed design outperformed 

the Standard-Binary Design of the LDPC decoder with 0.7dB 

of coding gain. 

Li et al. [25] [26]. proposed a graph-based iterative 

detection approach for the LDPC decoder. The designed 2D 

detector included downtrack that was based-on Sum-Product 

algorithm (SPA). The LDPC-decoder was based-on 

Simplified-Check-Node (SCN) aiming at providing soft 

information for the channel of the 2D detector. The 

experimental results showed that the proposed approach 

outperformed the trellis-based BCJR over 2x2 2D channels. 

Kuc [27] proposed an approach that proved the 

decoder operations correctness and was implemented using 

Intel Cyclone. The authors also estimated the power 

consumption, which is useful when it is needed to know the 

future consumption of power. In this approach, the authors 

implemented a matrix of 512x1024 for parity check with 

(3,6) regular code. The MSA algorithm was also involved 

aiming at reducing the complexity of the approach. 

The study of Boudaoud and Abdelmounim [28] also 

presented a parallel design that aimed to produce a low 

complexity LDPC in applications that need a high rate of 

data transmission. For this purpose, they use FPGA Altera 

EPC4CE115F29C7 and the MSA algorithm. The simulations 

validated the Bit Error Rate (BER) of the proposed design. 

The experiments were performed based on three 

measurements; latency, data rate, complexity, and SNR Vs 

BER when varying the quantifications and the number of 

iterations.Another study [29] tried to optimize the MSA 

algorithm performed by Zhang and Qi. The proposed 

approach gained low complexity with a performance that was 

approximately close to the one gained by Sum-Product 

decoding. The proposed approach was well-fitted to the 

VLSI implemented on the Xilinx FPGA family.Heidari, T., 

& Jannesari [30] used a QC-LDPC decoder that was based 

on the MSA algorithm. The proposed approach aimed to 

increase the throughput of the decoder codes. They 

performed processing on the rows and columns to reduce the 

clock cycle for each iteration. The design was developed for 

the 802.16e standard and a ½ rate with 2304 code length. 

III. Implementation of Min Sum Decoding Algorithm 
In this paper, the ZC702, composed with the Zynq-7000, has 

been used as a hardware platform to carry out the design 

proposed. Combined “processing system” (PS) and 

“programmable logic” (PL) are integrated into one single 

chip [31]. Fig. 1 illustrate the proposed design for Min Sum 

algorithm only using this platform. 

 

Fig. 1: Design based on Min Sum Algorithm on Zynq 

Board 
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This interface connection is made with the Zynq AXI lite 

interface connection with a hardware core of the min Sum 

algorithm with other hardware elements (e.g., processing 

system) in the FPFA environment. Then, the corrected 

message will be sent to the PC through a serial port for 
further processing by the hardware core of the designed 

algorithm. The algorithm Min Sum has been proposed to 

allow high-speed, efficient LDPC decoding. The best 

performing decoding method is the Min Sum algorithm [32] 

[33]. It is a creed propagation iterative decoding algorithm 

that is better for decoding codes (LDPC). This algorithm 

consists of 3 steps to complete the decoding algorithm as 

shown in the flowchart fig. 2. These steps are the 

Initialization step, the Horizontal step, and the Vertical step. 

[32].  

 

 

 

 

 

 

 

 

 

 

 

 

 

Step1: Generating H matrix from G matrix 

G = [I P]                                              (1) 

G matrix :  

 
 1  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1 

 0  1  0  0  0  0  0  0  1  0  0  1  1  1  1  1 

    0  0  1  0  0  0  0  0  1  1  0  0  1  1  1  1 

    0  0  0  1  0  0  0  0  1  1  1  0  0  1  1  1 

    0  0  0  0  1  0  0  0  1  1  1  1  0  0  1  1 

    0  0  0  0  0  1  0  0  1  1  1  1  1  0  0  1 

 0  0  0  0  0  0  1  0  1  1  1  1  1  1  0  0 

 0  0  0  0  0  0  0  1  0  1  1  1  1  1  1  0 

 

H = [PT I]                                      (2) 

 

H matrix : 

 
                 0  1  1  1  1  1  1  0  1  0  0  0  0  0  0  0 

                 0  0  1  1  1  1  1  1  0  1  0  0  0  0  0  0 

                 1  0  0  1  1  1  1  1  0  0  1  0  0  0  0  0 

                 1  1  0  0  1  1  1  1  0  0  0  1  0  0  0  0 

                 1  1  1  0  0  1  1  1  0  0  0  0  1  0  0  0 

                 1  1  1  1  0  0  1  1  0  0  0  0  0  1  0  0 

                            1  1  1  1  1  0  0  1  0  0  0  0  0  0  1  0 

                 1  1  1  1  1  1  0  0  0  0  0  0  0  0  0  1 

 

To  Generate L matrix 

Assuming CW generated by LDPC encoder after applying 

Additive White Gaussian noise with SNR=2 dB. 

The Codeword will be : 

Then L matrix : 

Step 2: Apply row operation 

In place computation using L matrix 

To calculate the value of the elements, the two smallest 

values are taken without a sign. The smallest value for which 

the absolute value is taken and given to all non-zero 

elements.  As for the next least value, it is given to replace 

the minimum value after the absolute value is taken for it as 

well. While calculating the signs of the elements, the signs of 

the elements of the entire class are multiplied. This value is 

called a party. Then the sign of each element is calculated by 

multiplying the party with the previous sign. 

 

Row 1 in L matrix 

After Row operation in row 1: 

 

Row 2 in L matrix 

 

After Row operation in row 2: 

 
Row operation after 8 rows : 

Fig. 2: Min Sum Decoder Flowchart 
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Step 3: Apply column operation 

In place computation using L matrix 

 New values 

Sum[j] = r[j] + sum of all entries in column j 

New entry = Sum – (Old entry) 

Codeword will be: 

The L matrix will be 

Column operation in column 1: 

Sum=  -1.564600 

Column operation in column 2: 

Sum= -2.739600 

After Column operation in column 8: 

Sum= 

Decision: 

If sum[j]>=0, Decision on bit j=0 

If sum[j]<0, Decision on bit j=1 

Assuming BPSK 01, 1-1 

After the first iteration: 

Sum= 1 1 1 0 1 1 1 0 1 1 0 1 1 1 1 0, message and parity 

Then message = 1 1 1 0 1 1 1 0 

The message was corrected for more iteration; continue with 

the new L matrix. 

The new L matrix will be: 

 

The core design of the Min Sum Decoder using the zynq 

platform is presented as shown in the flow chart in Fig 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Min Sum Decoder Core Flowchart 

IV. RESULTS 

The Vivado Design Suite package is used in this project to 
implement all design processes and optimize the design to 

meet the time limits required. Xilinx's 2018.3 Vivado Design 

Suit now supports Zynq ZC702 with various FPGA devices. 

The synthesis results of the Min Sum Decoder when using 

array partitioning and loop unrolling directives are shown in 

fig. 4.  

 

Fig. 4: Min Sum Decoder synthesis results 

The input data to the MS decoder with 9 iterations , if 

SNR=1 dB, will be (-2.0365 -3.2868 -0.9743 1.3409 -0.7558 

0.2736 -1.4532 0.1983 -1.2979 -0.9599 1.0210 -0.6603 -

1.6402 2.0212 1.8491 -2.1641  ) and the output data from the 
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MS decoder  is (11101110). when using array partitioning 

and loop unrolling directives, the waveform of the Min Sum 

Decoder, as shown in fig. 5.  

 

Fig. 5: Input and output signals to the MS Decoder using 

loop unrolling directive. 

 

Fig. 6 shows the proposed Min Sum Decoder design using 

the platform Zynq 7000. The zynq "AXI lite interface" is 

used to connect the algorithm's hardware core to other 

FPGA hardware components, such as the zynq 
processing system, where the algorithm is executed. 

 

Fig. 6:  Implementation of Min Sum Decoder. 

The utilization report of the Min Sum decoder design when it 

is implemented on Zynq-7000 ZC702 Evaluation Board Part 

xc7z020clg484-1 is given below in fig. 7.  

 

Fig. 7: Summary of the resources needed for the Min 

Sum Decoder design process. 

 

Fig. 8 represents the results of implementing Min Sum 

Decoder after projecting the design onto the Zynq board, 

which was done through the use of the SDK program. The 
received codeword is (1110101011011001), and retrieve the 

original message is (11101110). 

 

Fig. 8: Implementation of Min Sum Decoder on Zynq. 

The Min Sum LDPC decoder performance has been 

analyzed, and BER hardware decoder software simulation 

results can be shown in fig. 9. It can be seen the reverse 

relation between BER and SNR. 

 

Fig. 9:  BER performance of the MS Decoder. 

V. CONCLUSIONS 
The Min Sum Algorithm decoder is used in this work. LDPC 

Encoder and Min Sum Decoder were developed using the 

HLS technique in Xilinx Vivado 18.3 and for a regular 

LDPC matrix of 8x16 with row weight of 7 and column 
weight of 6. Xilinx Vivado 18.3 on Zynq-7000 Evaluation 

Board, Part xc7z020clg484-1 was used to simulate and 

synthesize these designs. The system's results showed that it 

works properly and that such a decoder can be used with a 

new communication system because of its high throughput, 

low complexity, and low BER. 
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