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Abstract  - The article, the implementation of the Deep 

Deterministic Policy Gradient algorithm on the Gazebo 

model and the reality of a multi-directional mobile robot, has 

been studied and applied. The empirical studies' goal is to 
make the multi-directional mobile robot learn the best 

possible action to travel in real-world environments when 

facing obstacles. When the robot moves in an environment 

with obstacles, the robot will automatically control to avoid 

these obstacles. Then, the more time it can remain within a 

specific limit, the more the reward is accumulated, and 

therefore the better results will be achieved. The author has 

performed various tests with many metamorphic parameters 

and proved that the DDPG algorithm is more efficient than 

algorithms like Q-learning, Machine learning, deep Q-

network, etc. The research results will be the basis for 
designing and establishing control algorithms for present 

and future mobile multi-directional robots and industrial 

robots for application in programming engineering and 

home automation control industrial production machines.  

Keywords - Multi-directional mobile robots, artificial 

intelligence, Obstacle robots, DDPG algorithm, autonomous 
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I. INTRODUCTION  
Our world is constantly evolving and changing. 

Underwent three industrial revolutions since 1784 was the 

first revolution, 1090 was the 2nd revolution, 2013 was the 

third revolution with computer and industrial automation 

robot emitted So far, the fourth industrial revolution 2020 

has come into being: the strong development of digital 

technology, biotechnology, and physics, and also evident in 

the fields of artificial intelligence, Internet of Things (IoT), 

robot control field is receiving much attention. A lot has 
changed since the introduction of robots in 1917. Even 

Asimov's famous ideas about robots and his three famous 

robots' laws seem to be far behind us today. Today, machines 

are present in our lives, supporting us in our daily activities, 

[1]-[5]. Some scientists understand robotics as an applied 

science born of the "marriage" between computer science 

and machine tools, so this tool can now process and manage 

information. Logically and automatically without human 

assistance, worker replacement, tireless, non-strike, and 

100% operational. However, reality shows that we are still 

                                                   
 

very far from such a technology. Although trivial to humans, 

perceiving the environment (feel) and making decisions (to 

act) is a very difficult task for the computer. Therefore, 

Artificial Intelligence (AI) is needed for multi-directional 
mobile robots to solve such problems [3, 4, 5, 7, 9, 14]. 

The Q - learning, SARSA are all based methods, meaning 

that if you want to find the optimal policy, you must build 

that value function to estimate the value for each action in 

the entire workspace. Then, to find the optimal policy, the 

algorithm picks out the action with the largest Q value in the 

entire action space. Although the important approach is 

reinforcement learning, the goal of reinforcement learning is 

policy resolution, so it seems that algorithms of this type are 

indirectly reaching their destination. In practice, it is often 

combined with policy-based methods to solve complex 
problems with large discrete action spaces or continuous 

action spaces [6, 9, 21, 22]. Deep Deterministic Policy 

Gradient (DDPG) is a modern and typical algorithm for this 

problem. This algorithm combines two perfect approaches 

between two value-based and policy-based methods to build 

smart enough agents for complex problems in the continuous 

action space control the multi-directional mobile robot. 

Although the training takes thousands of episodes to be 

repeated repeatedly, each test episode's policy decision will 

take a very short time. Based on a real-world case of the 

mobile robot's path, the models for robot control problems 

are set up as a training and testing environment. To validate 
the proposed algorithm's energy-saving and real-time 

functionality, four experiments were designed and 

conducted. The results show that the proposed algorithm has 

real-time performance and significant percent energy savings 

under random noise during robot control [8, 11, 15, 20, 24]. 

In this paper, the author presents a modern and intelligent 

control DDPG algorithm based on controlling robots with 

complex environments in a continuous action space of 

mobile robots, which is zero. Determine when the robot is 

teleported. Test studies are performed on automated 

navigation missions for multi-directional mobile robots. The 
author also introduces the neural network structure to 

generalize and approximate all states' values based on the 

DDPG algorithm. This is an off-policy intensive learning 

algorithm, online learning, and based on Actor-Critic smart 

network structure. Tests were conducted on the Gazebo 

emulator using a high-profile computer with a multi-

directional mobile robot, with its open-source extension to 

perform automated navigation tasks for mobile robots, in 
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reality, there are complex environments that overcome 

obstacles, [5, 7, 8, 12, 13, 25, 27]. 

II. BUILDING CONTROL MODELS FOR MULTI -

DIRECTIONAL MOBILE ROBOTS 

Consider a mobile robot as figure 1 with three 

wheels, two of which are the driving fixed standard wheels 

located at the back of the chassis and one is the front caster 

wheel, which can make the mobile robot keep balance and 

doesn't exert any motion constraint to the mobile robot. Two 

coordinate frames can be used to describe the motion of the 

mobile robot. One is the global coordinate frame (X, Y), 

which is fixed in the world, and the other is the local 

coordinate frame (Xl, Yl ) which is fixed on the mobile robot. 
The angle between the two coordinate frames is denoted as θ. 

The robot's motion will be defined for the navigation stack. 

As the global coordinate is chosen in figure 1, it is clear that 

the robot's velocity contains three components: the linear 

velocity along the OX axis and the OY axis and angular 

speed. 

 

Yl

Xl

 
Fig 1: The model multi-directional mobile robot 

 

To specify the multi-directional mobile robot's position, 

the P-coordinate is selected on the robot's frame as its control 

center position reference point. P is positioned by the 

coordinates (x, y) in the global frame of the robot's entire 

control environment. To describe the motion of the mobile 

robot as component movements, it is necessary to define the 

motion mapping along the axes of the spherical frame with 
the motion along the local frame's coordinate axes, which 

The entire control environment for the robot. This mapping 

is represented as the following expression: 

0
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By considering the limit of standard wheel slip, 
ly  = 0, 

meaning that the wheel cannot slide orthogonal to the wheel 

plane, then we can obtain: 

0xsin ycos       (2) 

Denoting the forward velocity 
lx  of the multi-directional 

mobile robot as v and the rotation speed θ as w, the 

kinematics of the multi-directional mobile robot becomes: 

0
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  (3) 

The forward velocity and rotation speed of the multi-

directional mobile robot have the following relationships 

with the linear velocities of the two wheels: 

1
( ),

2 2

v vrlv v v w =rl L


    (4) 

If we consider the linear velocities at the wheels and the 

two qualified wheels' angular velocities, we can get: 

l lv w R  and r rv = w R . Then, we can represent the 

angular velocities of the two standard wheels according to 

the forward velocity and rotation speed of the multi-

directional mobile robot would be: 

,
v wL v wL

w wrl R R

 
    (5) 

By considering the acceleration of the multi-directional 

mobile robot in its local working coordinate limit, then the 

dynamic model can be expressed as [12]: 
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   (6) 

where m and I are the mass and inertia of the mobile 

robot, respectively; R is the radius of the two fixed standard 

wheels; L is the half of the distance between the two fixed 

standard wheels; 
T

τ = [τ τ ]
1 2 is the input torque vector 

from the motors exerted to the two fixed standard wheels, [1, 

4, 8, 29]. 

The goal is to teach multi-directional mobile robots to 

track and follow certain trajectories within the right spaces 

and work environments e 0, e 0, e 0
x,k y,k θ,k

   . 

 

III. RESEARCH AND APPLICATION OF DDPG 

ALGORITHM TO CONTROL MULTI-DIRECTIONAL 

MOBILE ROBOT 

A. The DDPG algorithm learning method  

DDPG algorithm is built similar to the idea of 

Double Deep Q-Network. It is a model with reinforcement 

learning, onlone learning, and an off-policy algorithm group 
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with an Actor - critical network structure. 

    , , ,max
Q Q Qa

Q s a Q s arg Q s amax
  

  (7) 

If we build a neural network to choose the optimal action 

for a particular state ( ) ( , )s arg max s a
Qa

Q
 
 , then optimize 

the component 
Q

Q


 according to the network parameters 




 just created, then we have:  

, ( )arg max s s
Q

Q 
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This optimization considers the change 
Q

Q


 according to 

the variable 


, or in other words, the evaluation of the 

action. This can be calculated using a string rule like the 
following expression: 

.

dQ dQ dQ Q
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    (9) 

So building a function that approximates the value of an 

action by a ( )s


 neural network here is the main 

difference of DDPG. 

Thus, in each DDPG algorithm structure, there are always 

two components, one is Actor ( )s


 , and the other is 

Critic ( , )s a
Q
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Figure 2: The DDPG algorithm structure 

The relationship between the two components above and 

their connection to this algorithm's enhanced learning 

environment when controlling the multi-directional mobile 
robot in a random open environment with many fixed and 

obstacle obstacles mobile. At that time, the DDPG algorithm 

always meets the requirements of the control quality and the 

robot's working quality, as shown in figure 2.  
We can understand more clearly that the DDPG algorithm 

is improved from other algorithms to have the ability to 

compute continuous action space problems for multi-

directional mobile robots; when Then we go to update the 

target function as follows: 

For an input sample set of 
'

( , , , )s a R s
i i i i

, then the formula 

updates the target function value as follows:  

' '
'( , '( ))y R Q s s

i i i i
      (10) 

Then we compute the loss function for the sample M value 

'
( , , , )s a R s

i i i i
to train the written network: 

1 2( ( )),
1

M
J y Q s ai i iM i
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According to the string rule in expression (9), the gradient 

is calculated as follows: 

1

1

M
J G Gai iM i

 
  


   (12) 

Which ( , )ai Q s a
ia

G   is the output gradient of the 

Critic network according to variable a, estimated by the 

Actor-network ( )a s
i

 . And ( )i s
i

G   is the 

gradient of the Actor-network input according to the model 

parameter 


? 

The DDPG algorithm with neural network training and 

training always ensures accurate and reliable control; DDPG 

Agent updates the network parameter θ of the Q rating (S, a) 

at each step of the process. Network trainer, to do action a, 
receive new algorithm R, then it will significantly improve 

the performance of the control model for multi-directional 

mobile robot when using DDPG algorithm control 

programming. Moreover, DDPG always constantly explores 

the space for action, which is also a great challenge for 

scientists [5, 6]. 

B. The robot navigation using the DDPG algorithm 

DDPG is a very recently developed algorithm for 
deep reinforcement learning to solve complex sensory input 

tasks, not multidimensional processing [23]. This algorithm 

is comparable to the human level in many control problems 

for industrial robots, mobile robots, and civil robots helping 

humans. However, it has not yet been used in intelligent 

control in industrial factories or workshops. This algorithm 

inherits its advantages from previous algorithms such as Q-

learning and deep Q-network [3, 5, 7]. Furthermore, 

compared to Q-learning, it has continuous action space. 

Compared with a deep Q - network, it has a policy network 

that provides definite action. Here, the principle of DDPG is 
introduced. 

Both DDPG and Q-learning have a deterministic policy 

gradient. The deterministic policy gradient is the expected 

gradient of the action-value function gradient, which can be 

estimated much efficiently than the usual stochastic policy 

gradient [7]. Considering the target policy µ: S → A directly 

maps state to deterministic action, The action-value function 
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is built based on continuous action space thanks to the robot's 

intelligent automatic navigation process.  

The DDPG is a member of the actor-critic algorithm, 

which contains four neural networks: Current critic network 

( , )Qs aQ  , current actor-network ( )s  ), target critic 

network '( , )' Qs aQ  , and target actor-network '( )' s  , 

where 
' ', , ,Q Q 

    are the weights of each network. The 

ingredient 'Q and '  are a copy of Q and µ respectively in 

the structures. Both 
'Q

 and 
'

  are partially updated from 

the current networks at each timestep. The current critic 

network is updated by minimizing the loss function. Then, 

the gradient function is continuous, ensuring that the robot's 

agent action when controlled in an obstacle environment and 

now the algorithm is updated in a continuous space. The 

specific process of the DDPG algorithm for navigating multi-

directional mobile robots is described in detail as follows: 

 

Algorithm: Deep Deterministic Policy Gradient  algorithm for multi-directional mobile robot

1:

2:
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15:

16:

17:  
 
The performance of the DDPG algorithm deployed is very 

positive on the multi-directional mobile robot control model. 

One of the reasons the author chose to study this algorithm 

for the primary control of multi-directional robots was to 

develop something industrially controllable. Comparing the 

DDPG algorithms with other algorithms has also been 

successful for mobile navigation for robots. Some tests for 

each form have been given, and it is clear that the DDPG 

algorithm works better than other algorithms like Q-learning, 

RL, etc. Therefore, to build a complete DDPG algorithm, it 

is always necessary to meet the needs: from selecting a 
control action to a robot, executing the action; receive 

rewards, store and sample to train the algorithm, then go to 

the calculation of the target function, thereby updating the 

model parameters by minimizing the loss function on all 

selected samples, followed by selecting the method to update 

the target neural network parameters, and finally updating 

the environmental discovery coefficient during the control 

process, [1, 3, 10, 15, 21]. 

IV. RESULTS OF SIMULATION AND 

EXPERIMENTAL 

A. Research multi-directional mobile robot 

Here, the author studies the multi-directional mobile 

robot model: with the actual hardware architecture, which is 

shown in figure 3. Each hardware module will perform a 

number of tasks. In the sequence of activities of this multi-

directional mobile robot: such as finding a path, crossing 

obstacles, etc. 

 

 
 

Figure: 3. The components of the Turtlebot robot mobile 

multi-directional 

 

The authors implement some tasks in the multi-

directional mobile robot operation on a Raspberry Pi 3 

Model B+, which supports Ubuntu in the experiments. The 

embedded computer Raspberry Pi 3 Model B+ directly 

processes information from a series of sensors, including 

Astra camera intelligence, and sensor intelligence, then 

transmits the command to a microcontroller intelligence. For 

capturing images from the environment as well as measuring 

the distance between the multi-directional mobile robot an 

unknown obstacle, the mobile robot is equipped with a 
camera and sensor intelligence, in which the camera 

intelligent can perform 360-degree  and laser scanning range 

within 15m  that produces map data used for the mapping 

process. The intelligent microprocessor control circuit will be 

the part that receives the control signal from Raspberry Pi 3 

Model B+ and then directs the signal to the MOSFET bridge 

circuit to operate two motors. 

B. The simulation results 
In this section, some simulations are conducted 

based on the powerful simulation engine and the 

environment in Gazebo. Figure 4 shows the map built on 

Gazebo is a map created with strict walls, and a mobile robot 

can be manipulated to move around fixed obstacles creating 
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a context for robot movements used to build mobile robot 

action mapping. The blue lines represent the robot's path 

when avoiding obstacles created by smart tree sensors, smart 

cameras, and updated robot current position (the blue tree 

denotes mobile robot) using the geometrical measuring 
dimensions. This visual tool can provide live updates of 

maps generated from the SLAM algorithm to control the 

robot. Furthermore, a multi-directional mobile robot's motion 

trajectory in the map can also be visualized and generated in 

an obstacle environment, as shown in figure 4 for the robot 

to move. 

 

 

Figure 4: The Constructing visual maps and robot 

simulation models in Gazebo 

As shown in figure 4, a navigation system for the mobile 

robot is fully automated; the path planning will determine the 

route for the robot that needs to be programmed with a smart 
control algorithm to reach the desired final destination 

without hitting any obstacles. 

C. The experimental results 

This section shows Turtlebot, the actual multi-directional 

mobile robot into a real environment, which is the 

environment used for real testing. 

In figure 5, to create an operating environment to control, 

navigate, and navigate the robot, the author has set up the 
mapping to create obstacle environments and then program 

the controller for multi-directional mobile robots. Move 

around and avoid obstacles with devices like cameras and 

smart sensors. The environment here includes obstacles 

created by different flower pots, the robot's path will be 

taught in advance through a computer, a Wifi network, and 

the actual Turtlebot Robot. Based on the DDPG algorithm 

and SLAM algorithm. This is primarily a visualization tool 

that can provide live updates of the maps generated from the 

SLAM and DDPG algorithms. Moreover, the vehicle's 

trajectory in the map can also be displayed in the real 
environment that the training and teaching process, 

identification so that the robot knows during obstacle 

avoidance smartly and completely good. 

 

Figure 5: The navigation for Turtlebot mobile multi-

directional robot in realistic map with the obstacle 

Compared with some other algorithms: deep learning Q-

learning, DDPG algorithm is better than DQN, Q-learning in 

terms of value accuracy and control strategy [13, 17, 21, 28], 

this is also consistent with the DDPG algorithm that the 

author has suggested in this article. Accelerated learning 

technology and rapid action processing in large environments 
can be used to achieve the state-to-action mapping and meet 

mobile robots' moving needs. The data also demonstrated 

that the robot path planning method based on the DDPG 

method, the end-to-end mobile robot path planning method, 

was also studied in a study of [17]. The above results 

illustrate the algorithm's strength, the optimal problem of the 

proposed method in planning the path of the multi-

directional mobile robot. 

V. CONCLUSIONS 
In this article, the author has presented the robot 

self-training strategy without prior experience under clear 
feedback. The author explores the navigation problem of the 

multi-directional mobile robot using the reinforcement 

learning method and the neural network. The DDPG 

algorithm is applied to improve multi-directional mobile 

robots' self-learning through trial-and-error interactions with 

an unknown environment. The author has designed the 

expression using and introduced the neural network 

architecture to store and train network training on a large 

scale and generalize performance and learning capabilities 

for action spaces and extended-scale states. Experimental 

studies performed on automated navigation tasks for mobile 

multi-directional robots have yielded better results than 
previous studies. The simulation results show that the 

stability and applicability of the method using the DDPG 

algorithm are very effective; these new studies can 

completely apply to the control and navigation of mobile 

robots in Industrial factories in Vietnam as well as in the 

world, more than before [13, 17, 21, 28], the research results 

of the paper are better. The DDPG algorithm is then simpler, 

making the navigation of the mobile robot possible to be 

monitored through intuitive tools, such as cameras and smart 

sensors for precise control and avoiding obstacles. 
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