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Abstract - Low-resolution thermal imaging sensors are extensively used for applications where human privacy needs to be 

protected, and continuous monitoring is essential. Thermal sensors are increasingly used in indoor environmental 

applications like health monitoring, security, and innovative housing. Such sensors provide low-resolution images. However, 

these low-resolution images are sufficient to detect the objects. This paper studies and analyses two thermal imaging sensors 

by considering their characteristics, detection capability, and performance. It recommends the type of sensor to be used in 

specific applications. The received data from the sensor is processed, and image enhancement is carried out using the 

interpolation technique. Human detection is achieved by removing the background noise and converting the Image to binary.  

The experiments were conducted in the laboratory using Grid-EYE and MLX90640 thermopile sensors to detect the human 

in real-time. The processing of the sensor data is implemented using Raspberry Pi.  

Keywords - Filtering, Interpolation, Raspberry Pi, Thermopile image sensor, Thermal image.  

1. Introduction  
Object detection and estimation are widely used in 

intelligent control scenarios. Sensors are typically used to 

detect the positions and movements of people. Optical 

imaging techniques are widely used to observe the 

movement and tracking of people [1]. However, with optical 

imaging, it is not possible to hide the identity of people in 

such situations; privacy will not be guaranteed. This paper 

uses a thermal sensor-based technique to detect a human's 

presence, which helps maintain privacy. Commonly used 

thermal sensors are Passive Infrared (PIR) sensors and 

Thermopile sensors. The ability of the PIR sensors to detect 

the target depends on measuring the change in temperature 

of the moving object and has the limitation of detecting the 

stationary object. The other widely used thermal sensor is the 

thermopile sensor, which detects moving and stationary 

objects [2]. As the detection is carried out with the help of a 

temperature gradient, thermal imaging sensors protect 

privacy. Since this technique is very cost-effective, it is used 

for indoor applications like health monitoring, security, and 

detection [3]. 

The two commonly available thermal imaging sensors 

with different prices, resolutions, and characteristics are the 

Grid-EYE sensor [4] and the MLX90640 sensor [5]. This 

manuscript performs a comparative study of these two low-

resolution thermal sensors. The experimental study is 

carried out to check the different characteristics like 

resolution, detection area, and distance. The detection 

algorithm is implemented using both sensors, and its 

performance is checked. An algorithm is designed only for 

indoor applications like meeting rooms, offices, and health 

monitoring. Based on the results, one can select the best 

suitable sensors for their application. The multiple objects 

are detected using MLX90640 more accurately than the 

Grid-EYE sensor.  

Very few studies are being carried out to compare the 

performance of thermal imaging sensors. In the recent past, 

many systems have emerged out of Grid-EYE sensors. 

Another thermal sensor, MLX90640, has better resolution 

than the Grid-Eye sensor and is slowly gaining popularity. 

So far, a few implementations using Grid-EYE sensors like – 

the detection of finger movement by keeping a small 

distance between the finger and sensor [6], and the detection 

and tracking of the human by keeping the sensor on the 

ceiling and the door [7, 8]. However, in all the developments, 

the analysis is done on the offline data. The MLX90640 

sensor detects and monitors workers' activity in an office and 

predicts the range between humans and the sensor [9-13].  

Machine learning algorithms were used to analyze the 

activity of workers. The complexity of detection algorithms 

is more significant than this article's proposed algorithm. In 
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the paper [14], three sensors (Grid-EYE, MLX90640, and 

Lepton) are compared by considering the sensor 

characteristics like resolution, warm-up time, noise figures, 

and detection range. Many of the existing methods are done 

with sensors kept on the ceiling. The significant 

modifications done in this study are keeping the sensors on 

the side wall of the room, which covers more detection area, 

and all the experiments are carried out in real-time using 

Raspberry Pi to detect the object. To study the performance 

in detail, extensive experiments are conducted. Various 

experiments include single and multiple object detection and 

contour size variation for near and far objects. The article is 

ordered as follows: The detection algorithm of the object is 

presented in the next section. The section results and 

discussion give different plots of the algorithm for single and 

multiple objects. Also, compare the results of both sensors. 

Finally, the summary of the result and future scope is 

included in the conclusion section. 

2. Thermal Imaging Sensor 
Thermal sensors provide temperature variations in the 

sensor's Field of View (FOV). This paper tries to study the 

properties of two sensors (Grid-EYE and MLX90460) and 

arrive at a conclusion to suggest a suitable sensor for a given 

application. 

 
2.1. Grid-EYE Sensor  

Grid-EYE sensor (AMG8833) is an infrared thermopile 

sensor with 8x8 resolution with a FOV of    . It detects the 

temperature range of       to       at a low gain [4]. The 

sensor kept on a    height ceiling will have a detection 

area of approximately     on the floor. The maximum 

detection range claimed by the manufacturer is   . The 

chip receives radiation from the heated objects and is 

amplified and converted to a digital signal. The converted 

data is stored in the sensor's memory and can be read from 

the sensor using the I2C protocol. The frame rate of the 

sensor could be configured as 10 FPS (Frame Per Second) 

or 1 FPS. The sensor takes 15 seconds to warm up and has a 

temperature accuracy of     . 

2.2. MLX90460 Sensor 

The MLX90640 infrared thermopile sensor has a 

resolution of 32x24 with a FOV of     x     and measuring 

the temperature range of       to      . The radiated heat 

signals of the object are amplified and converted to digital 

signals. It consists of an I2C interface with different 

programmable refresh rates from        to      . The 

warm-up time required for the sensor to stabilize 4 minutes 

[5], with a temperature accuracy of     . 

3. Methodology  
Object detection is a process of identifying the presence 

of an object in the FOV of a sensor. The steps involved in 

detecting an object in an indoor environment are as in Figure 

1. The serial data from the sensor is received and converted 

into the temperature. Received data from the sensor is in 8x8 

(for Grid -EYE) and 32x24 (for MLX90640) grid form. In 

the beginning, the background frame of an empty room is 

captured, and then the current frame with the object is 

captured. In the presence of a human, the Image will contain 

pixels with higher values at the target position surrounded by 

pixels with lower values. Then it is processed by applying 

the interpolation methods to resize the thermal Image. 

Different interpolation methods like Nearest Neighbor, 

Bilinear and Bicubic Interpolation are available. The 

literature shows that bicubic interpolation is the best 

algorithm for detection [13] applications. Further, the 

background noise in the Image is removed by performing 

background subtraction and filtering. The background 

subtraction process minimizes the multiple peaks present in 

the Image, and filtering is performed to smoothen the Image. 

Then at every 10 seconds again, the updated background 

temperature is calculated. Finally, the Image is converted 

into a binary to detect the active pixels. Active pixels 

represent the human objects present in the data frame of the 

sensor‟s thermal Image. 

3.1.  Bicubic Interpolation 

The Grid-EYE thermal image sensor output data frame 

resolution is 8x8, and MLX90640 thermal image sensor 

output data frame is 32x24.  Since the resolution of the data 

frame of both sensors is low, it is increased to 100x100 by 

using Bicubic Interpolation. The pixel value is determined by 

taking a weighted average of the 16 neighboring pixels 

[15,16]. The bicubic interpolation is implemented using the 

Kernel [17], 
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Where   is the distance between the current pixel and 

interpolated pixel value. The Bicubic interpolation,   (   ) 
is defined by [18,19]: 

  (   )  ∑ ∑     
    

   
 
     (2) 

The new interpolated value is calculated from 16 

coefficients.     , of its neighboring four-pixel location 

derivatives. The   and   are the locations of the new 

interpolated pixel.  

3.2.  Active Pixel Detection and Noise Removal 

The active frame is subtracted from the interpolated 

background frame to calculate the active pixels in the frame. 

This process will help to remove the information pertaining 

to the ambient temperature from the image frame.  
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The subtracted Image   (   ) could be calculated as: 

 

  (   )   (   )  
 

 
∑   (   ) 
     (3) 

 

Where,  (   ) is the input thermal image of the sensor 

with a target. The mean of the background image   (   ) of 

  data frames are subtracted from the current data frame. 

Upon removing the static noise, the target is properly visible 

in the extracted foreground image [14]. Further, the data 

frames are smoothened by applying a Gaussian filter  (   )  
is [20- 22]: 

 (   )  
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   is the standard deviation with a mean equal to 0. The 

filter mask of Gaussian distribution,   is given by: 

  
 

  
[
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In this study, the standard deviation of the filter is kept 

at 3. Gaussian filtering of an input image   with size  x  is 

given by: 

 (   )  ∑ ∑  (   ) (       )
 
    

 
      (6) 

Where    is the filter mask of size  x , the   and   are 

the indices of the input thermal image. Each pixel (   ) in   

overlaps with each pixel (   ) in  .   

3.3.  Binary Thermal Image 

The filtered Image is changed to the binary thermal 

Image by calculating the appropriate threshold value.   . 

The adaptive threshold value is dynamically computed as 

              (7) 

The           is the maximum value in each of the 

frames. If the target exists in the detection area, its 

temperature values will be higher than the background. If the 

pixel value in the foreground image is higher than the 

threshold value, it is considered as „1‟; else „0‟. This 

conversion provides the object's location in the binary Image 

[23-24]. In the binary thermal Image, only the large area of 

„1‟ represents the object. 

4. Results and Discussion  
4.1.  Experimental Setup  

The research was conducted in a laboratory 

environment where both the sensors are mounted on the side 

wall of a room, as in Figure 2. Each sensor covers a 

different detection area due to the different FOV. First, the 

research considers a single person to check the sensor 

characteristics like resolution, detection area, temperature 

values, and target size. The area covered by the Grid-EYE 

and MLX90460 sensors is as in Figure 3. Since the FOV of 

both sensors differs, they are mounted at different heights on 

the wall to cover the maximum detection area. The sensor is 

strategically placed in a suitable position. This article uses 

the Raspberry Pi 4 (RPI) development module for interfacing 

the sensor. RPI is a low-cost single-board computer with 

high processing, computational power and could be used in 

control applications. It gives easy access to a 40-pin GPIO 

extension header, making it appropriate to connect several 

sensors to the system. RPI also supports Wi-Fi and Bluetooth 

interfaces [25-27]. 

4.2. Object Detection Algorithm Performance 

In the beginning, the algorithm is tested using a single 

object in the FOV of a sensor, as in Figure 4. The outcomes 

of different stages of the algorithm to detect a single person 

using a Grid-EYE sensor and MLX90640 sensor at a 

distance of 1m from the sensor are shown in Figure 5 and 

Figure 6. The experiment is extended to three and five 

objects; the results are shown in Figure 7 to Figure 12. It 

can be observed that the MLX90460 sensor has a better 

resolution. In the binary thermal Image, active pixels 

indicate the target's location.  

From the result, it is noticed that using the Grid-EYE 

sensor makes it difficult to differentiate the number of 

objects in the detection area where the MLX90640 sensor 

gives better. In the MLX90640 thermal Image, the number of 

objects is properly visible in the thermal Image and is easy to 

detect compared to the Grid-Eye sensor. If the distance 

between the human targets is small, then the Grid-EYE 

sensor will recognize them as a single object, whereas the 

MLX90640 sensor will recognize them as separate as long as 

the targets do not overlap.   

4.3. Distance Versus Object Size 

As the object moves away from the sensor, the size of 

the object decreases. Results of the Grid- EYE sensor at 

different distances of   ,   , and      are shown in 

Figure 13. Also, the results using the MLX90460 sensor at 

different distances of   ,     , and    are shown in 

Figure 14. From the results, it is observed that using the 

Grid-EYE sensor, it is difficult to sense an object beyond    

whereas the MLX90640 can detect adequately up to a 

distance of    between the sensor and the object. The 

object's size is reduced as the range between the object and 

the sensor increases. The reduction of the active pixel 

contour area as the object moves far from the sensor is 

shown in Figure 15. These results calculate the maximum 

and minimum range and size of the object for detection.  
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Fig. 1 Object detection steps 

 
Fig. 2 Experimental setup 

 

Fig. 3 Detection area of the sensors (a) MLX90640 sensor (b) Grid-EYE sensor 
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Fig. 4 Optical age of single object 

Grid-EYE Sensor 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Single object detection using Grid-EYE sensor (a) Unprocessed image, (b) Interpolated image, (c) Subtracted and filtered image,  

(d) Binary image 
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MLX90640 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Single object detection using MLX90640 sensor (a) Unprocessed Image, (b) Interpolated image, (c) Subtracted and filtered image,  

(d) Binary image 

 
Fig. 7 Optical image of three objects 
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Grid-EYE 
 

 

 

 

 

 

 

 

 

Fig. 8 Three objects detection using the Grid-EYE sensor (a) Unprocessed image, (b) Binary image MLX90640 
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Fig. 9 Three objects detection using the MLX90640 sensor (a) Unprocessed image, (b) Binary image 

 
Fig. 10 Optical image of five objects 
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Grid-EYE Sensor 

  

 

 

 

 

 

 

 

 

Fig. 11 Five objects detection using the Grid-EYE sensor (a) Unprocessed image, (b) Binary image MLX90640 Sensor  

 

 

 

 

 

 

 

 

 

Fig. 12 Five objects detection using MLX90640 sensor (a) Unprocessed image, (b) Binary image Grid-EYE Sensor 
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Fig. 13 Distance versus object size using Grid-EYE (a) Distance =   , 

(b) Distance =   , (c) Distance =      MLX90640 Sensor 
Fig. 14 Distance versus object size using MLX90640 (a) Distance =   , 

(b) Distance =     , (c) Distance =    

 

 

 

 

 

 

 

 

 

Fig. 15 Distance versus contour area size 
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5. Conclusion 
This paper focuses on comparing the two low-resolution 

thermal imaging sensors. Some sensor characteristics like 

resolution, FOV, and detection range were initially tested 

and compared. Then the performance of the algorithm to 

detect the object is compared.   

From the detection algorithm, it is concluded that, as the 

number of people in the detection area increased, the Grid-

EYE sensor failed to detect the same as there was an overlap 

in the thermal Image. In contrast, in MLX90640 thermal 

image, the object could be differentiated easily. The size of 

the detected area reduces as the distance between the sensor 

and the human increases.  

Among the two thermal sensors, it is concluded that the 

MLX90640 sensor performance is better compared to the 

Grid-EYE sensor. From these performance results, one can 

select a Grid-EYE sensor for applications involving only one 

or two object detection, whereas MLX90640 could be 

chosen for applications involving the detection of many 

objects with better resolution. The study could be extended 

to possibly employ more sensors to span the larger area with 

inter-sensor communication. 
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