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Abstract - School participation is measured by the Pure Participation Rate (APM). This study examines whether data 

mining can generate new knowledge. The Central Sumatra Statistic Central Agency (BPS-North Sumatra) provided 

secondary statistics on APM by city/district (2011–2019) for elementary, junior high, high school, and PT. Data mining 

uses clustering (k-means) and classification (Decision tree). This cluster maps the APM. Mapping clusters are utilized 

again for categorization. Cluster value ranges indicate classification. C1 was the high APM cluster, and C2 was the low 

APM cluster. RapidMiner aids processing. The study found 18 high-cluster (C1) cities and 15 low-cluster cities (C2). 

Based on the clustering results obtained, classification results show that SMA and PT become influential attributes in 

mapping the area based on the Decision tree method, resulting in 3 rules: if SMA has a percentage <68,085% (high 

cluster); if SMA has a percentage> 68,085% and PT has a presentation <18,730% (low cluster); and if SMA and PT have 

a presentation> 18,730%. (high cluster). Classification and clustering have yielded new data.  

Keywords - Classification, Data mining, North sumatra, Pure participation. 

1. Introduction 

To see school participation in an area, several 

indicators can be used to find out, among others: School 

Participation Rate (APS), Rough Participation Rate (APK), 

and Pure Participation Rate (APM). This is very closely 

related to the success of the development of an area where 

qualified human resources (from now on abbreviated as 

HR) are needed[1-4]. Because education is one way to 

improve the quality of these human resources. One 

indicator used is the Pure Participation Rate (APM), which 

compares sure school-age students at the level of education 

with the appropriate age population and is expressed as a 

percentage. The APM aims to determine the number of 

school-age children attending school at the appropriate 

level. So that the higher the NER in an area means that 

more school-age children attend school according to the 

official age at a certain level of education (Ideally 

100%)[5]. The Central Statistics Agency for North 

Sumatra (abbreviated as BPS-North Sumatra) is a non-

ministerial government agency where the BPS-North 

Sumatra website can be accessed https://sumut.bps.go.id/ 

which provides all the information needed ranging from 

social and population[6], economic and trade, agriculture 

and mining. APM data presented by BPS-North Sumatra in 

a tabular form consisting of 33 districts/cities in North 

Sumatra where the APM consists of "primary school" 

APM, "junior high school" APM, "as high school" and 

APM "tertiary education" Can provide helpful information 

if processed using computer science techniques [7]. In this 

case, researchers used mapping (cluster) and mapping 

classification using data mining techniques. 

Data mining is a branch of artificial intelligence that 

can perform unsupervised learning techniques which do 

not require training data or test data to make predictions, 

classifications, and classifications [8-11]. One of the 

clustering techniques often used is k-means [12]. K-Means 

has the advantage of being efficient for smaller data sets 

[13]. Also used for datasets with few attributes [14]–[16]. 

For these advantages, with a small dataset and few 

attributes, k-means becomes a solution in mapping 

compared to k-medoids. One example of research that uses 

the ability of k-means is [14] about mapping the potential 

areas of productive rubber farming in northern Sumatra. In 

this research, the k-means method can be applied with the 

results of the number of clusters of 3 labels, with the 

highest group results being 1 item (C1), the middle group 

there are six items (C2), and the lowest group there are 19 

items (C3) with a total number of data 26 records. In 

addition, the clustering results will be classified by the 

Decision Tree (C4.5) method. Method C4.5 has the 

advantage of producing a decision tree that is easily 

interpreted [17], [18]. The results of the decision tree 

classification represent the rules, where the rules can be 
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easily understood with natural language. Based on this, 

research results will provide new information about the 

North Sumatra region's Pure Participation Rate (APM). 

2. Literature Review 
2.1. Data Mapping 

Data integration relies on data mapping. According to 

Zohra, it helps information systems interact by translating 

data from one format to another [19]. Due to rising data 

volumes and complexity, Sheth & Larson[20] found that 

automated data mapping solutions are in demand. In big 

data situations, these techniques improve efficiency and 

accuracy[21]. 

2.2. Clustering 

Clustering is a widely utilized unsupervised machine 

learning methodology that finds application in data mining 

and statistical data analysis[22]. According to Jain[23], 

clustering is a method that involves categorizing data 

points or objects to ensure that those in the same cluster 

exhibit more remarkable similarity to each other than those 

in different clusters based on specific predetermined 

standards. Xu and Wunsch[24]have proposed a novel 

density-based clustering algorithm that surpasses 

conventional techniques in effectively handling noise and 

identifying clusters with varying densities. This is an 

example of recent progress in clustering algorithms made 

by researchers. 

2.3. C4.5 Algorithm 

Decision tree learning uses the C4.5 algorithm 

extensively. The Quinlan[25] technique uses information 

entropy to create decision trees from structured training 

data. Data builds these trees. This method categorizes well. 

Despite its popularity and efficacy, the approach has 

limitations, including overfitting and difficulty handling 

missing data[26]. We have overcome these constraints 

recently. Mazid[27] optimized decision tree construction 

using evolutionary techniques to enhance accuracy over 

C4.5. The latest C4.5 algorithm. 

2.4. Intersections and Applications 

Data mapping, clustering, and C4.5 converge in many 

applications, especially data mining. Schaefer[28] analyzed 

massive healthcare data using multiple methods. Data 

mapping pre-processed the different types of data obtained. 

Data mapping, clustering, and C4.5 work well for data 

analysis and prediction. In large, complex data sets in 

healthcare and geographic analysis, using all of them may 

reveal helpful information[29]. 

3. Methodology 
3.1. Data Mining 

Data mining is a process of discovering meaningful 

patterns, relationships, and new trends by filtering vast 

amounts of data stored in previously unknown storage [8], 

[14], [30-32]. Data mining processing consists of 

predictive modelling, association, classification and 

classification [12], [33-35]. 

 

3.2. K-Means Method 

The k-means method is a method that is quite easy to 

implement and run, relatively fast, easy to adjust and 

widely used. The main principle of the k-means method is 

to compile centroids) from a collection of data that begins 

with the initial cluster formation. then iteratively repairs 

the cluster until there are no significant changes in the 

cluster [36, 37]. 

3.3. Decision Tree Method (C4.5) 

Decision trees are a widely recognized classification 

technique that transforms voluminous data into decision 

trees that embody rules. Furthermore, decision trees are a 

valuable tool for data exploration, as they facilitate the 

identification of latent associations among multiple 

potential input variables and a target variable[38, 39]. 

3.4. Data 

The data in this study used secondary data obtained 

from the Central Statistics Agency for the North Sumatra 

Region (abbreviated as BPS-North Sumatra - 

https://sumut.bps.go.id/) for the Pure Participation Rate 

(APM) of the North Sumatra region in 2011-2019, which 

consisted of from 33 districts/ cities. APM data consists of 

the percentage of APM at elementary, junior high, high 

school and university levels for each district/ city. Data 

will be processed using RapidMiner software assistance. 

4. Results and Discussion 
At this juncture, the information exhibited in Table 1 

shall undergo processing. The initial step involves 

performing mapping through the utilization of the k-means 

algorithm. The outcomes of the mapping process will be 

subjected to classification through the utilization of the 

C4.5 algorithm. This will enable the visualization of the 

rules in a decision tree format, facilitating their 

comprehension straightforwardly and intuitively. During 

the clustering process utilizing the k-means algorithm, the 

assigned mapping labels consist of two distinct clusters: 

the high cluster (C1) and the low cluster (C2). The present 

study outlines a combination model design that integrates 

clustering and classification techniques, implemented 

through RapidMiner software. 

The model depicted in Figure 1 utilizes an Excel file 

to elucidate the input data, which is subsequently linked to 

the k-means and C4.5 (decision tree) methodologies, 

resulting in clustering and classification outputs. 

Furthermore, a performance evaluation examines the 

correlation between the clusters generated using the 

Davies-Bouldin Index tool as a benchmark for optimal 

clustering. The Bregmann Divergences were utilized as the 

size type for finding the nearest neighbour in the cluster 

results obtained through the RapidMiner software. 

Bregman divergences are a class of "closeness" measures 

that are more general and do not adhere to symmetry or 

triangle inequality properties.  



Robbi Rahim et al. / IJECE, 10(5), 96-104, 2023 

 

98 

Following are the complete results of clustering that has 

been exported from RapidMiner to Excel, as shown in 

Table 2, where the high cluster (hc_0) and low cluster 

(lc_1). 

In table 2 it can be explained the results of the 

mapping in the form of clusters of pure participation rates 

by district/city obtained high cluster results (C1) consisting 

of 18 districts/cities (N i a s, Mandailing Natal, South 

Tapanuli, A s a h a n, Simalungun, Deli Serdang, Langkat, 

South Nias, Serdang Bedagai, Batu Bara, Padang Lawas 

Utara, Labuhanbatu Utara, Pematangsiantar, Tebing 

Tinggi, M e d a n, B i n j a I, Padangsidimpuan, 

Gunungsitoli) and low cluster results (C2) consisting of 15 

districts/cities (Central Tapanuli, North Tapanuli, Toba, 

Labuhanbatu, Dairi, Karo, Humbang Hasundutan, Pakpak 

Barat, Samosir, North Padang Lawas, Labuhanbatu 

Selatan, North Nias, West Nias, S i b o l g a, 

Tanjungbalai). Based on the mapping results, the 

percentage of high (C1) and low (C2) clusters still has a 

mean value that is not much different, namely 54.5% (C1) 

and 45% (C2). 

Table 1. Research data 

Initial Regency / City Elementary school Middle School High school PT 

01 N i a s 98.78 78.11 62.52 5.85 

02 Mandailing Natal 99.22 83.14 62.57 13.09 

03 South Tapanuli 98.57 82.07 66.93 15.34 

04 Central Tapanuli 99.07 88.26 70.66 15.63 

05 North Tapanuli 99.35 88.2 78.23 17.71 

06 Toba 98.52 89.22 82.07 2.57 

07 Labuhanbatu 99.37 86.94 68.22 10.82 

08 Asahan 99.82 81.91 60.93 15.2 

09 Simalungun 98.64 77.48 63.7 20.07 

10 Dairi 99.36 90.53 80.65 9.48 

11 Karo 98.64 83.15 73.18 10.53 

12 Deli Serdang 95.03 70.82 67.81 19.77 

13 Langkat 98.93 78.86 64.43 13.13 

14 South Nias 95.91 70.74 66.73 10.86 

15 Humbang Hasundutan 99.29 92.94 86.51 10.3 

16 Pakpak Barat 99.05 88.02 80.01 8.27 

17 Samosir 99.57 91.58 81.78 3.6 

18 Serdang Bedagai 99.14 77.67 67.95 9.67 

19 Batu Bara 99.2 74.37 60.19 10.89 

20 North Padang Lawas 98.78 83.28 69.18 7.1 

21 Padang Lawas Utara 98.95 82.82 62.62 10.93 

22 Labuhanbatu Selatan 98.8 84.44 71.75 11.02 

23 Labuhanbatu Utara 99.8 74.57 64.27 12.51 

24 North Nias 98.61 80.79 74.03 7.81 

25 West Nias 99.52 82.58 78.85 5.94 

26 Sibolga 99.14 87.91 74.27 9.23 

27 Tanjungbalai 98.38 81.82 71.75 10.04 

28 Pematangsiantar 99.58 81.55 75.78 23.11 

29 Tebing Tinggi 98.04 82.62 67.17 11.81 

30 Medan 93.47 80 61.43 33.54 

31 Binjai 99.26 83.43 72.62 20.4 

32 Padangsidimpuan 99.64 84.38 77.46 29.64 

33 Gunungsitoli 98.83 82.87 75.07 19.75 

                         source: BPS-Sumut 
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Fig. 1 The RapidMiner model on APM is based on districts/cities 

 

 

 

 

 

Fig. 2 Results of clustering with k-means

 
Fig. 3 The high cluster (C1) 

 
Fig. 4 The low cluster (C2) 

 

Performance 

Decision Tree 

ChangeAttributeRole 

Read Excel 

KMeans 

Read Excel(2) 

Apply Model 

Cluster Model 
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Total number of items: 33 
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Table 2. The results of the Rapid Miner export file to excel 

Regency / City Elementary school Middle School High school PT cluster 

N i a s 98.8 78.1 62.5 5.9 hc_0 

Mandailing Natal 99.2 83.1 62.6 13.1 hc_0 

South Tapanuli 98.6 82.1 66.9 15.3 hc_0 

Central Tapanuli 99.1 88.3 70.7 15.6 lc_1 

North Tapanuli 99.4 88.2 78.2 17.7 lc_1 

Toba 98.5 89.2 82.1 2.6 lc_1 

Labuhanbatu 99.4 86.9 68.2 10.8 lc_1 

A s a h a n 99.8 81.9 60.9 15.2 hc_0 

Simalungun 98.6 77.5 63.7 20.1 hc_0 

Dairi 99.4 90.5 80.7 9.5 lc_1 

Karo 98.6 83.2 73.2 10.5 lc_1 

Deli Serdang 95.0 70.8 67.8 19.8 hc_0 

Langkat 98.9 78.9 64.4 13.1 hc_0 

South Nias 95.9 70.7 66.7 10.9 hc_0 

Humbang Hasundutan 99.3 92.9 86.5 10.3 lc_1 

Pakpak Barat 99.1 88.0 80.0 8.3 lc_1 

Samosir 99.6 91.6 81.8 3.6 lc_1 

Serdang Bedagai 99.1 77.7 68.0 9.7 hc_0 

Batu Bara 99.2 74.4 60.2 10.9 hc_0 

North Padang Lawas 98.8 83.3 69.2 7.1 lc_1 

Padang Lawas Utara 99.0 82.8 62.6 10.9 hc_0 

Labuhanbatu Selatan 98.8 84.4 71.8 11.0 lc_1 

Labuhanbatu Utara 99.8 74.6 64.3 12.5 hc_0 

North Nias 98.6 80.8 74.0 7.8 lc_1 

West Nias 99.5 82.6 78.9 5.9 lc_1 

S i b o l g a 99.1 87.9 74.3 9.2 lc_1 

Tanjungbalai 98.4 81.8 71.8 10.0 lc_1 

Pematangsiantar 99.6 81.6 75.8 23.1 hc_0 

Tebing Tinggi 98.0 82.6 67.2 11.8 hc_0 

M e d a n 93.5 80.0 61.4 33.5 hc_0 

B i n j a i 99.3 83.4 72.6 20.4 hc_0 

Padangsidimpuan 99.6 84.4 77.5 29.6 hc_0 

Gunungsitoli 98.8 82.9 75.1 19.8 hc_0 

 
Here are the high-end cluster centroids (hc_0) and low cluster (lc_1) as in the following image: 

 
Fig. 5 The final centroid results 
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The mapping results using clustering (k-means) will 

be input and processed using classification (C4.5) with the 

help of RapiMiner software. Here are the results of the 

classification of Pure Participation Rates: From Figure 7, it 

can be explained that the rules resulting from the decision 

tree are three rules, namely if the SMA has a percentage 

<68,085% (high cluster); if SMA has a percentage> 

68,085% and PT has a presentation <18,730% (low 

cluster) and if SMA has a percentage> 68,085%. PT has a 

presentation of> 18,730% (high cluster). Following are the 

full results of the decision tree. In Figure 8, the validity 

test is performed with the Davies-Bouldin Index 

(DBI). Using DBI, the cluster results obtained are 

optimal with the number of clusters (k = 2) 1,148. So 

that in the process of mapping in the form of clusters 

of pure participant numbers by district/city in North 

Sumatra, there are two clusters.  

 
Fig. 6 The present study employs a scatter plotter to visualize the outcomes of clustering analysis 

 
Fig. 7 Decision tree results from pure participation rates 
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                                          Tree 

                                                         High school > 68.085 

                                                         |   PT > 18.730: hc_0 {hc_0=4, lc_1=0} 

                                                         |   PT ≤ 18.730: lc_1 {hc_0=0, lc_1=15} 

                                                         High school ≤ 68.085: hc_0 {hc_0=14, lc_1=0} 

 

 

 

 

 

 

 

 
Fig. 8 Performance vector results 

5. Conclusion  
Based on the results of the study, it can be realized 

that the combination of the clustering method (k-means) 

and classification (C4.5) can be applied to the case of pure 

participation rates with the assessment attribute is the 

percentage of elementary and junior high, high school and 

university-based on districts/cities in North Sumatra. The 

clustering results obtained 18 districts/cities in the high 

cluster (hc_0) and 15 districts/cities in the low cluster 

(lc_1). The classification results were obtained by three 

rules where SMA and PT become attributes that influence 

the pure participation rate (APM) in North Sumatra. The 

higher the percentage of the APM, the better the quality of 

human resources. 
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