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Abstract - Currently, the human race is facing several health-related issues where brain tumours are recognized as one of the 

leading causes of morbidity and mortality worldwide. Several researches and surveys have reported that the timely detection 

and prediction of brain tumours can help prevent their diverse impacts. Therefore, segmentation of these brain tumors is one 

of the prime tasks to proliferate the accuracy of diagnosis. Deep learning has become a promising technique to facilitate an 

automated Brain Tumor Segmentation (BTS) approach.  Most current deep learning approaches rely on Convolutional Neural 
Networks (CNNs), which fail to contain long-term dependencies and global context information. Moreover, the performance of 

these systems is affected due to receptive field limitations during convolution operations. Currently, UNet-based architectures 

are adopted to perform medical image segmentation. Thus, in this work, we considered UNet as the base model for 

segmentation and incorporated transformer-based modules to improvise the segmentation accuracy; along with this, we 

present a hybrid attention mechanism that uses local and global context information. Based on this architecture, we evaluated 

the efficiency of the proposed approach for various Brats Datasets (2015, 2017, 2019, 2020 and 2021).  The proposed 

approach achieves the average dice score of 0.94, 0.921, 0.83, and 0.94 for Brat's dataset. 

Keywords - Unet architecture, Brain tumor segmentation, Transformer based module, Deep learning model, Swin transform. 

1. Introduction 
Significant technological advancements have recently 

been made in biomedical research and human intelligence, 

allowing us to overcome several diseases. Nevertheless, 

despite these impressive feats, cancer remains a formidable 

and persistent challenge for humanity due to its unpredictable 

nature.  

The brain, the principal and intricate organ of the human 

body, comprises nerve cells and tissues responsible for 

controlling crucial functions such as breathing, muscle 
movement, and sensory perception. While each cell 

possesses unique abilities, some may experience changes that 

cause them to lose their normal functions, resist regulation, 

and grow abnormally. These accumulations of aberrant cells 

form a tissue mass known as a tumour.  

A brain tumor is characterized by the abnormal and 

uncontrolled proliferation of cells within the brain. Because 

of the limited volume and rigidity of the human skull, such 

growth can impact various brain functions depending on the 

tumour's location. Additionally, the tumour can spread to 

other body portions and further disrupt the body's functions. 

According to a study in [1], roughly 22000 people were 

diagnosed with brain tumours in the USA. Similarly, another 

study presented in [2] reported prevalence and severity.  

Generally, brain tumors are categorized into two main 

categories, i.e., malignant and benign tumors [3]. A benign 

tumor in the brain is a non-cancerous growth that develops 

slowly and does not progress. It is regarded as less 

aggressive because it stays confined to a specific location 

and does not metastasize to other body organs [4, 5].  

The cell growth abnormality of a benign tumour can 

exert pressure on the surrounding tissue or brain area and can 

be surgically removed. In contrast, a malignant tumour is 

cancerous and spreads quickly with indistinct boundaries, 

infiltrating healthy cells and spreading to different body 
areas. Suppose a malignant tumour originates within the 

brain. In that case, it is called a primary malignant tumour. In 

contrast, if it develops in different body regions and spreads 

to the brain, it is considered a secondary malignant tumour 

[4, 5]. Similarly, The brain tumor types are meningioma, 



Jayashree Shedbalkar et al. / IJECE, 10(8), 22-35, 2023 

23 

glioma and pituitary tumors [6, 7]. According to the study 

presented in [8], approximately 81000 fresh cases of primary 

brain tumours were reported in 2018, where Meningioma 

includes 29,300 of these cases, while Gliomas accounted for 

21,500 cases. Pituitary tumours comprised almost 13,30. 

Meningiomas are the most common benign tumour that 
develops on the thin membranes surrounding the brain and 

spinal cord. Gliomas are a group of tumors that develop 

within the brain tissue, and high-grade gliomas are 

particularly aggressive, with an average survival time of only 

two years. In this case, pituitary type of brain tumours that 

can develop in the pituitary gland have an identical shape and 

inherent characteristics that can occur anywhere in the brain. 

Figure 1 depicts the sample images of these tumours. 

 
 

 

 

 
 

 

 
 

 

 

 
 

 
 

Fig. 1 Sample images of different types of brain tumor 

Therefore, early diagnosis is considered the most critical 

aspect to diminish the impact of brain tumor. However, it can 

be done by visual inspection or by analysing the image data. 

The manual inspection fails to provide reliable and accurate 

results; therefore, computerized automated processes are 

adopted to increase the recognition performance of brain 
tumours [9]. These computerized automated processes 

extract significant clinical information concerning the 

presence of a tumour, its location, and its type.  

Further, this information may guide and control future 

interventions, improving the diagnosis quality and tumour 

treatment. It can be achieved by automated computer-aided 

design-based systems, which have become popular. These 

systems operate based on the biomedical image analysis 

approach where different types of images are obtained from 

brain imaging technique which includes PET [10], SPECT 

[11], CT [12], MRI [13], and MRS [14]. MRI is the most 

used technique to extract detailed information about the 
anatomy of human tissues currently. This imaging modality 

utilizes powerful magnetic fields and radio frequency signals 

to generate images of the tissues. Several kinds of research 

have been conducted based on brain MRI image analysis.  

Diagnosing brain tumors involves several vital 

processes: tumor detection, segmentation, and classification. 

Detecting brain tumors involves identifying them in MRI 

images, which is straightforward. However, segmentation 
techniques are necessary to pinpoint and isolate the tumor 

tissues within these images[15]. Different classifications 

determine whether the abnormal images indicate malignant 

or benign tumours.  

All three approaches - detection, segmentation, and 

classification - provide valuable information to radiologists, 

helping them better understand the MRI data and ultimately 

make an accurate diagnosis. In this process, the BTS plays a 

vital role; therefore, researchers have focused on developing 

novel segmentation methods. Moreover, manual image 

analysis is a complex and time-consuming process requiring 

professional neuroradiologists' intervention. Therefore, 
automated BTS methods are needed to overcome these 

issues.   

In the case of medical imaging analysis, accurately 

segmenting a tumour and separating it from its surrounding 

Normal Adjacent Tissue (NAT) is very challenging due to 

various factors such as differences in size, location, shape, 

and undesirable artefacts caused by improper image 

acquisition. Researchers presented different models to 

overcome these challenges and find precise boundary curves 

for brain tumours in medical images. These models are as 

follows: 

Machine learning methods: These segmentation methods 

use hand-crafted feature extraction mechanisms to extract the 

features for segmentation. Extracted features are then applied 

to train the discriminative model to recognize tumor or 

normal tissues. These methods are adopted in various 

research such as Amin et al. [16] adopted a statistical 

approach which uses wavelet band-based denoising method, 

potential field clustering, local Binary pattern, and Gabor 

wavelet features to train SVM, KNN, DT, Naïve Bayes, and 

Random Forest classifiers.  

Jena et al. [17] used hybrid texture feature extraction 

methods to train supervised classifiers such as SVMs, KNN, 
BDTs, and RF. However, these methods require extracting 

the edge feature and other fine-grained information, 

increasing time consumption. Moreover, the boundary 

between healthy and tumour tissue is vague, which is not 

discriminated correctly, resulting in poor performance. 

Multi-Atlas registration (MAS) approaches are also based on 

image registration and the fusion of typical brain images to 

produce new modalities. However, registering typical brain 

images is difficult in these methods and requires many 

images. Therefore, these MAS methods fail to process the 
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images quickly and suffer from computational complexity, 

time, and accuracy.  

Currently, automated methods based on deep learning 

have gained massive attention in various fields of biomedical 

applications, such as breast cancer [18], diabetic retinopathy 
[19], pancreatic tumours [20], and brain tumours etc. In the 

deep learning domain, Convolutional Neural Networks 

(CNN) are very successful in many visual tasks, such as 

image classification, segmentation, and detection of specific 

objects[21]. Fully Convolutional Networks (FCN) take this a 

step further by allowing us to label each part of an image 

with a meaningful category, all at once and with impressive 

accuracy [22].  

U-Net [23] is a popular method used for segmenting 

medical images, which uses a unique structure that connects 

an encoder to a decoder in a symmetrical way and uses skip 
connections to preserve fine details better. This architecture 

has become a standard for medical image segmentation. 

Other variants of U-Net, like U-Net++ [24] and Res-UNet 

[25], have also been developed and have shown even better 

performance in image segmentation. Although CNN-based 

methods have proven to be very powerful in representing 

visual information, they have limitations when capturing 

long-range dependencies between different parts of an image. 

This is because the receptive field of the convolution kernels 

is limited, making it challenging to learn global semantic 

information crucial for tasks like image segmentation[26]. As 
a result, developing better methods to capture long-range 

dependencies is still a challenge for researchers. 

Recent research has looked to reduce the limitations of 

CNN models in capturing long-range dependencies between 

parts of an image. Drawing inspiration from attention 

mechanisms in natural language processing, researchers have 

integrated attention mechanisms with CNN models.  

Non-local neural networks [27] use a self-attention 

approach to obtain the long-term dependencies in the feature 

map. However, this approach is afflicted with excessive 
memory requirements and computational complexities.  

Schlemper et al. [28] proposed an attention-based model 

which improves model sensitivity and prediction accuracy. 

In contrast to CNN-based methods, Transformer [29] 

models retain the long-range dependencies and capture 

relationships between arbitrary positions using self-attention 

without convolutions. A transformer is highly effective in 

modelling global context and achieves impressive results on 

downstream tasks, especially when pre-trained on large 

datasets. However, traditional methods suffer from issues 
that must be addressed to improve performance.  Therefore, 

we introduce a novel deep learning approach for tumor 

segmentation. The main aspects and novelty of this work are 

described below: 

 We adopted UNet architecture as our base model for 

BTS  

 The proposed model uses a Swin transform module to 

incorporate the transformer-based image processing 

models to increase the accuracy and reduce the 

complexity. 
 We also included a hybrid attention mechanism to 

improve the overall performance by including the long-

term decencies of local and global contextual 

information. Further, this article presents a literature 

review, describes the proposed model, compare its 

performance, and presents concluding remarks in section 

II, III, IV, and V, respectively.  

2. Literature Review  
Segmentation based on computer vision has been an 

essential part of automated medical image segmentation 

tasks. Thus, several studies have been undertaken in various 

biomedical applications. This section considers traditional 

image pre-processing methods, machine learning, and deep 

learning-based systems in biomedical image segmentation.  

The accustomed image processing methods include 
several methods such as thresholding, region growing, active 

contour etc.  Umit et al. [30] presented a thresholding-based 

method that considers image enhancement, morphological 

operations and pixel subtraction methods to segment 

tumours.  

Elisee et al. [31] introduced a localized active contour-

based method capable of processing the intensity 

inhomogeneity in biomedical images. Moreover, it uses 

background intensity compensation to compensate for the 

background intensity information.  

However, achieving the desired accuracy remains 

challenging for these models. Therefore, researchers have 

suggested and adopted machine learning-based solutions 
using different feature extraction methods. The obtained 

features are then used to train machine learning classifiers, 

such as Venkatesh et al. [32] used KNN classification for 

BTS. Chenet al. [33] presented a five-fold methodology that 

includes the following steps: image standardization, noise 

removal by applying non-local means filtering, and contrast 

enhancement by applying an improved dynamic histogram 

method.  

The feature extraction is carried out by employing 

GLCM, and finally, the SVM classifier is used to generate 

the outcome. These techniques leverage digital image 

processing[34] and mathematical principles to accomplish 
the segmentation task. They are relatively straightforward to 

compute and execute quickly, but achieving the desired 

accuracy remains challenging. Nowadays, deep learning-

based methods have made significant advancements in image 
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segmentation. They surpass traditional segmentation 

methods in case of accuracy, with the fully convolutional 

network being the first to successfully employ deep learning 

methods in the case of image semantic segmentation. 

As discussed before, UNet Segmentation has gained 
massive attention in this field. This architecture is further 

optimized in various research, such as Futrega et al. [35] 

introduced optimized UNet for BTS after analyzing the 

performance of basic UNet, Residual UNet and Attention 

UNet models. This study shows that employing deep 

supervision can improve the segmentation performance, 

which can be refined further by adding an input channel, 

increasing encoder depth with several convolutional 

channels, and adding post-processing steps. Jiang et al. [36] 

reported the issue in CNN that these networks cannot learn 

global and remote semantic information efficiently. 

Transformer schemes have been employed successfully due 
to their self-attention mechanism to handle global 

information. Therefore, the authors presented SwinBTS, a 

combination of transformer methods, encoder-decoder 

mechanism, and CNN for 3D brain tumor semantic 

segmentation.  

Liu et al. [37] focused on segmenting the WT (Whole 

Tumour), TC (Tumour Core) and ET (Enhanced Tumour). 
The TC and ET are important in extracting significant 

information related to a brain tumor. Therefore, the authors 

considered the MetricUNet segmentation model based on 

voxel-metric learning to acquire satisfactory segmentation 

results. The effectiveness of these models relies on the brain 

tumour's scale and size, which affects the model's 

performance. 

To solve this issue, the authors deployed Scale-adaptive 
Super-feature based MetricUNet (S2MetricUNet), which 

achieves better accuracy on TC and ET by using the novel 

scale-adaptive metric loss and minimizes computational 

complexity. Cinar et al. [38] also considered UNet as the 

base architecture for segmentation and deployed a pre-

trained DenseNet121 architecture to improve the 

segmentation accuracy. 

Qin et al. [39] presented an improved UNet3+ model for 
medical image segmentation based on the stage residual. 

Generally, they suffer from gradient vanishing problems; 

therefore, an encoder-based residual structure is employed to 

reduce this issue.   

Further, the BN layer is replaced with the filter response 

normalization layer. The combination of residual models 

produces IResUnet3+ three-dimensional (3D) model for 
segmentation. Currently, transformer-based methods are 

widely deployed in biomedical image segmentation.  Gai et 

al. [40] developed a residual mix transformer fusion net to 

accomplish the BTS task. The encoder module includes a 

residual mix transformer and residual CNN. This transformer 

mechanism helps to reduce the loss of path boundary 

information. Further, a parallel fusion strategy is also used to 

obtain the local–global information.  

Liang et al. [41] introduced TransConver deep learning 

architecture based on a combination of convolution and 

transformer-based models. This network uses a transformer-

convolution inception module to obtain local and global 

information with the help of convolution and transformer 

blocks. Further, these features are aggregated by employing a 

cross-attention fusion mechanism.  

3. Proposed Model 
In this section, we present a proposed deep learning-

based solution to overcome the issues of the existing BTS-

based BTS approach. As discussed before, transformer-based 

methods have gained massive attention in various 

applications in the biomedical domain because of their 

impressive speed and accuracy. We adopted the Swin 

transform mechanism and incorporated it with the traditional 

unet mechanism for performing segmentation.  

Several methods have adopted swin transform 

mechanisms such as SwinBTS [36], DenseTrans [43] and 

CSU-Net [44], etc. however, we have introduced a hybrid 

attention mechanism with a skip connection module to 

improvise the local and global information of input image to 

extract fine-grained segmentation results. To append the 

attention module, we consider Attention Res-UNet 

architecture, where the attention block connects the encoder 

and decoder blocks [45].  The proposed architecture is shown 

in Figure 2.  

It consists of several modules: encoder, decoder, 

bottleneck, skip connections, and hybrid attention module. 

These encoder and decoder modules contain a Swin 
transformer block in which the information comes from the 

source [46]. The input images are processed and transformed 

into sequence embedding during the encoder phase. Due to 

this process, the medical image is partitioned into various 

non-overlapping patches. Each patch is 4x4 in size, 

generating the feature map of dimensions 4x4x3. 

Furthermore, this model uses a linear embedding layer for 

converting the dimensions of feature maps into a 

customizable dimensions. The modified patch tokens are 

then processed through multiple Swin Transformer modules 

to produce feature maps. Similarly, these features are 

processed using the patch assimilation layer to reduce the 
size of the patches and increase their dimensionality. At the 

same time, the Swin Transformer block learns how to 

represent the features effectively. 
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Fig. 2 Proposed deep learning architecture 

Similarly, the processed data is passed through the 

decoder block, which consists swin transformer and patch 

expanding layer. In order to retain the information of encoder 

blocks, the obtained features are processed via skip 

connection and fused with the multiscale features. This 

process helps to mitigate the loss of spatial information 

which is caused due to down-sampling process.  

On the other hand, it consists of a patch expansion layer 

formulated to perform upsampling. Finally, a patch 

expansion layer is deployed for upsampling the data. This 
upsampling process is helpful in re-establishing the 

resolution of feature maps to match the original resolution. 

These blocks are described below: 

3.1. Swin Transform Block  

Below given figure shows the architecture of the 

standard transform (Figure 3 (a)) and swin transformer block 

(Figure 3 (b)). The conventional Transformer module 

comprises a stack of L-equal blocks. Each block is made up 

of attention and Multi-Layer Perceptron components. 

Moreover, before each attention module and MLP, a Layer 

Normalization (LN) layer is interpolated. Further, these 

blocks are connected with the help of residual connections. 

The result of   layer in the encoder can be acquired using 

Equation 1: 

  ̂     (       )        

      (    ̂ )    ̂  (1) 

In the traditional Transformer design, each token is 

compared to every other token, resulting in a quadratic 

computational complexity in the number of tokens. However, 
this is not feasible for tasks that involve dense prediction and 

high-resolution images. 

Linear Embedding 

Swin Transformer 

Linear Embedding 

Swin Transformer 

Linear Embedding 

Swin Transformer 

Patch Integration 

Patch Generation Linear Projection 

Swin Transformer 

 

Patch Expansion 

Swin Transformer 

 

Patch Expansion 

Swin Transformer 
 

Patch Expansion 

Patch Expansion 

Hybrid Attention 

Hybrid Attention 

Hybrid Attention 

Swin Transformer Swin Transformer 



Jayashree Shedbalkar et al. / IJECE, 10(8), 22-35, 2023 

27 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3 Standard and swin transform architectures (a) Standard transform model and (b) Swin transform model 

To resolve this issue, the Swin Transformer [46] 

introduces a more efficient approach called Window-based 

SA and Shifted Window-based MSA, allowing for effective 

modelling while reducing computational complexity.  

According to the WMSA approach, the input attribute set is 
partitioned into several non-overlapping windows. These 

windows consist of     patches.  

Moreover, the WMSA performs self-attention on local 

windows.  Thus the output of WMSA and MLP in 

        layer can be expressed as shown in Equation 2: 

 ̂       (  (    ))       

       (  ( ̂ ))   ̂          (2) 

However, the WSA approach faces the problem of 

limited correspondence between different windows. To 

address this limitation and avoid additional computation, the 

Shifted Window-based Multi-head Self Attention (SW-
MSA) is introduced after the W-MSA, enabling effective 

window interaction.  

This window-based shifting mechanism performs cyclic 

shifting. By using this shift, the SW-MSA mentioned above, 

and the MLP component can be expressed as shown in 

Equation 3: 

 ̂          (  (    ))       

         (  ( ̂   ))   ̂     (3) 

3.2. Encoder Module 

The encoder model is based on the UNet architecture, 

where we incorporate swin transformer blocks for feature 

extraction. The process of the swin transform block is 

described in the previous section. As per the encoder module, 

the input image is divided into 
 

 
 

 

 
 as non-overlapping 

patches where   represents the patch size, these patches are 

considered as “tokens”, and the linear embedding layer is 

used for processing for projection to dimension  .  

Moreover, these patches are achieved using convolution 

operations; therefore, additional position information is not 

required in this phase. The Swin Transformer takes in patch 

tokens as input, which are then processed through four 

stages, each containing a specific number of Swin 

Transformer blocks, including W-MSA and SW-MSA. The 

input features undergo a patch integration layer during the 

initial three stages. However, this process reduces the feature 
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resolution but increases the dimensions of the feature map.  

The patch integration layer brings together the attributes of 

adjacent 2x2 patches. Further, a linear concatenation layer is 

applied to concatenate the features to improve the channel 

dimensionality.  With the help of these operations, the output 

resolution of the four stages can be extracted as 
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2C, 4C and 8C. 

3.3. Hybrid Attention Module  
In the local context, the self-attention mechanism 

computes the self-affinities inside each window. Later, these 

tokens are aggregated into global tokens. This combination is 

represented as primary information of the window. Further, 

the entire feature map is down-sampled and then global self-
attention can be performed as shown in Equation 4: 

         

                   

         (            (  ))  (4) 

Where  denotes the input feature map as          , 
  is the output, and GSA denotes the global self-attention. 

Further, we incorporate a Gaussian attention mechanism 

which helps to improvise the perception of the query and 

reduces the computational complexity. The outcome can be 

written as Equation 5 : 

      
 

    
 

          (             )        (5) 

Where     signifies the input query,  
 

    
 

    denotes the 

Gaussian weights. Figure 4 shows the architecture of this 

attention mechanism. 

3.4. Decoder Module  
In the proposed architecture, the decoder module 

contains three main stages: upsampling, concatenating, and 

swin transformer. The input data is up-sampled by two and 
processed through the skip connection.  

Finally, the obtained output is fed to the Swin 

transformer. The decoder modules aid in utilizing features 

fully and helps to form long-term dependencies to improve 

the overall performance. These stages generate an output 

with a resolution. 
 

 
 

 

 
 however, this process impacts the 

shallow features; therefore, we perform downsampling  and 

produce the low-level attributes of resolution     and 
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Fig. 4 Hybrid attention model 
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4. Results and Discussion 
In this section, we conduct experiments to analyze the 

performance of the proposed model and compare how well it 

performs. We start by utilizing the brain tumour 

segmentation benchmark dataset and explain the different 

methods used to assess the model's performance. Then, we 

describe how our approach was implemented. We are, 

finally, comparing the results from our model with those 

achieved by the best existing algorithms. 

4.1. Benchmark Dataset Details  
The proposed models' performance is analysed using 

three benchmark datasets: BraTS 2017, BraTS 2018, and 

BraTS 2019. These datasets were obtained from the 
publically available library Multimodal Brain Tumor 

Segmentation Challenge (BraTS) [42]. 

4.1.1. BraTS 2017 Dataset 

This dataset comprises medical records of 285 patients 

with Glioma. Among these patients, 210 cases are classified 

as High-Grade Gliomas (HGG) and 75 as Low-Grade 

Gliomas (LGG). The validation set contains records of 46 

patients whose grade is unknown. The data has been 

manually labelled to establish ground truth. Each patient's 

case includes four different modalities: Flair, T1, T1ce, and 

T2.  

4.1.2. BraTS 2018 and 2019 Dataset 

The BraTS 2018 dataset shares the same training set as 

the BraTS 2017 dataset but has a different validation set that 

includes 66 unlabeled patient data. In contrast, the BraTS 

2019 dataset has a larger sample size than BraTS 2017 and 

BraTS 2018. The training set in BraTS 2019 consists of a 

total of 335 glioma patients, out of which 259 cases belong 

to HGG and 76 to LGG. Additionally, the number of 

validation patient data has been increased to 125. 

4.2. Performance Measurement Parameters  

This section describes the parameters for the 

performance measurement used for measuring the result of 
the proposed approach.  Mainly, we used Dice Similarity 

Coefficient (DSC) and Hausdroff distance. The Dice 

Similarity Coefficient (DSC) measures how much two sets of 

data overlap. It is frequently used to segment medical images 

to assess the effectiveness of image segmentation algorithms.  

The DSC is computed by taking twice the size of the 

intersection of the two sets and dividing it by the sum of their 

sizes. A score of 1 implies a perfect overlap, while 0 

indicates no overlap. In medical image segmentation, a high 

DSC score suggests that the algorithm correctly identifies the 

relevant area inside the image. This can be expressed by 
using Equation 6: 

    
   

         
  (6) 

Where        and    denotes the true positive, false 

positive, and false negative values.  

Similarly, the Hausdorff distance is a metric used to 

decide the level of dissimilarity between two data sets. It is 

commonly applied in computer vision, pattern recognition, 
and medical image processing. In the segmentation of 

medical images, the Hausdorff distance is utilized to assess 

the accuracy of the segmentation algorithm by measuring the 

most significant distance between the points of a segmented 

object and the corresponding points of the ground truth 

object. This metric considers errors' size and spatial 

distribution in the segmentation result. A smaller Hausdorff 

distance signifies a better segmentation outcome. It can be 

computed as expressed in Equation 7: 
 

        
   {                                          }   (7)                                                    

Where     represents the supremum and     is used to 

denote the infimum,   denotes the points on surface   of 

ground truth, and   denotes the points on the surface  of the 

predicted region,        is the distance between   and   
points. 

4.3. Comparative Analysis  

This section reviews the proposed approach's 

comparison for publicly available datasets where the 

proposed method is implemented on training and validation 

datasets. Below given Table 1 depicts the comparative 

performance for the Brats 2015 challenge dataset. 

Further, we measured the performance metric of the 

proposed deep learning model for HGG (High-Grade 

Glioma) cases. The samples are taken from Brats 2017 

datasets with 210 HGG cases. The samples are further 
classified into two parts where 168 samples are employed in 

training, and 42 are employed for testing. The resultant 

performance is presented in below given Table 2. As per this 

experiment, the proposed model achieves average DSC 

performance of 0.921, 0.895, and 0.887 for whole, core and 

enhancing tumour cases, respectively. 

Further, we measured the performance of the proposed 

technique for the BraTS 2019 and 2020 validation datasets. 

We measured the performance concerning the Dice score, 

sensitivity, specificity, and Hausdorff95 for this process. 

Table 3 describes the comparison analysis for BraTS 2019 
dataset. Similarly, we extended experimental analysis and 

gauzed the performance on BraTS 2020 dataset. The 

resulting performance is demonstrated in Table 4.  

As per the comparison analysis shown in Table 4, the 

proposed method performs better regarding Dice score, 

sensitivity, specificity, and Hausdorff95.  
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Table 1. Dice score performance for BraTs 2015 

Method Whole Core Enhancing 

DCNN [47] 0.85 0.68 0.87 

CLDF [48] 0.79 0.67 0.70 

VCTB [49] 0.74 0.54 0.54 

AG [50] 0.85 0.70 0.73 

3DNeT3 [51] 0.92 0.84 0.77 

iLinear [52] 0.86 0.87 0.90 

Deep Capsule Network [53] 0.91 0.86 0.85 

Proposed Model 0.94 0.91 0.92 

Table 2. Dice score comparisons for HGG cases in BraTS 2017 dataset 

Method Whole Core Enhancing 

UNet 0.881 0.847 0.814 

ResUNet 0.886 0.857 0.823 

Chen et al. [54] 0.720 0.847 0.810 

Kamnitsas et al [55] 0.900 0.857 0.730 

Dong et al [56] 0.831 0.750 0.750 

Pereira et al [57] 0.840 0.801 0.620 

Kermi et al  [58] 0.880 0.720 0.820 

Zhao et al. [59] 0865 0.850 0.816 

Zhao et al.[60] 0.90 0.83 0.78 

Ghaffari  et al. [61] 0.90 0.83 0.78 

Guan et al. [62] 0.69 0.85 0.68 

Proposed Model 0.921 0.895 0.887 

Table 3. Comparative analysis of the BraTS 2019 dataset 

Method 
Dice Score Sensitivity Specificity Hausdorff95 

ET WT TC ET WT TC ET WT TC ET WT TC 

S2Metric Unet [63] 0.84 0.83 0.76 0.76 0.86 0.73 - - - - - - 

3D FCN [64] 0.76 0.89 0.78 - - - - - - - - - 

SoResUnet [65] 0.72 0.87 0.78 - - - - - - 5.9 9.3 11.4 

Trans BTS [66] 0.78 0.88 0.81 - - - - - - 5.9 7.5 7.5 

Cascaded 3D Unet [67] 0.8 0.8 0.8 0.8 0.9 0.8 - - - 6.14 4.92 6.75 

AMMGS [68] 0.76 0.89 0.81 0.82 0.94 0.85 0.99 0.98 0.99 5.1 8.2 7.2 

Proposed Model 0.83 0.91 0.85 0.88 0.951 0.89 0.998 0.991 0.998 6.5 9.20 12.2 
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Table 4. Comparative analysis of the BraTS 2020 dataset 

Method 
Dice Score Sensitivity Specificity Hausdorff95 

ET WT TC ET WT TC ET WT TC ET WT TC 

MITAU [70] 0.57 0.73 0.61 0.52 0.77 0.62 0.99 0.99 0.99 38.87 20.81 24.22 

Prob Unet [71] 0.688 0.819 0.716 0.690 0.846 0.699 0.99 0.998 0.999 36.88 41.52 26.27 

3D DMFNet [72] 0.748 0.871 0.748 0.751 0.872 0.718 0.998 0.993 0.998 3.92 9.42 10.09 

AHM3D [63] 0.710 0.880 0.740 0.740 0.920 0.740 0.99 0.99 0.99 38.31 6.88 32 

DS3D Unet [69] 0.78 0.882 0.815 0.797 0.910 0.787 0.999 0.998 0.999 23.86 7.30 8.16 

AMMGS [68] 0.780 0.883 0.817 0.798 0.925 0.80 0.997 0.998 0.999 23.61 7.16 7.98 

Proposed Model 0.821 0.902 0.845 0831 0.944 0.845 0.999 0.998 0.999 24.50 7.30 8.1 

Similarly, we measured the performance of prosed 

approach for the BRATS 2021 dataset in terms of Dice, 

Sensitivity, and Specificity. Below given Table 5 shows the 

comparative performance, and Table 6 shows the 

performance analysis in terms of dice score. Below, Figure 5 

shows the qualitative segmentation outcome using the 

proposed approach, depicting the original image, its 

corresponding ground truth and predicted images.  

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 
 
 

Fig. 5 Sample outcome of the proposed model 

Table 5. Comparative analysis of the BraTS 2021 dataset 

Method 
Dice Sensitivity Specificity 

ET WT TC ET WT TC ET WT TC 

CapsNet [53] 0.80 0.83 0.81 0.80 0.80 0.77 0.82 0.87 0.85 

CapsNet + LDCRF [53] 0.87 0.87 0.85 0.83 0.85 
 

0.83 
0.84 0.88 0.86 

CapsNet + LDCRF 

+ post processing [53] 
0..92 0.92 0.88 0.85 0.90 0.86 0.87 0.93 0.91 

Proposed Model 0.94 0.95 0.92 0.91 0.93 0.89 0.91 0.94 0.94 

Original Image Groundtruth Predicted 
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Table 6. Comparative analysis of the BraTS 2021 dataset in terms of dice Score 

Method 
Dice 

ET WT TC 

Bitr UNet [73] 0.82 0.91 0.84 

SegResNet [74] 0.86 0.93 0.89 

GNN-CNN [75] 0.73 0.89 0.81 

Proposed Model 0.94 0.95 0.92 

 

5. Conclusion 
This study introduces the Transform Enabled Attention 

U-Net (TEA-UNet), a U-shaped encoder-decoder framework 

for medical image segmentation. Our TEA-UNet utilizes the 

Swin Transformer module to improve the segmentation 

efficiency of UNet. These Swin Transformer blocks are 

added in the encoder and innovatively in the decoder. 

Additionally, we introduce a hybrid attention mechanism 

along with the skip to extract multi-scale feature 

representations. Our experiments on Brats' medical image 
segmentation tasks demonstrate that our TEA-UNet 

significantly outperforms other state-of-the-art methods. 

Moving forward, we will focus on developing more 

lightweight Transformer-based models and improving the 

learning of pixel-level intrinsic structural features generated 

by various vision transformers. 
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