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Abstract - Addressing the intricate challenges of Human Motion Detection (HMD), this research presents a pioneering hybrid 

methodology integrating advanced computer vision and deep learning techniques. Focused primarily on mitigating the impact 

of occlusion in visual data, the proposed approach employs a Mask Region-based Convolutional Neural Network (Mask R-CNN) 

for precise motion segmentation. The dual challenges of self-occlusion and partial-occlusion are specifically targeted. The three-

fold strategy encompasses motion segmentation, object classification, and tracking algorithms to discern and identify human 

motion accurately. Motion segmentation involves isolating the moving object within video frames, followed by object 

classification utilizing a Recurrent Neural Network (RNN) to determine the human presence and to tune the parameter of RNN; 

this work introduced a novel hybrid Whale Optimization Algorithm and Red Deer Algorithm (WOA-RDA), which gives better 
convergence speed with high accuracy. To tackle the persistence of occlusion, particularly self-occlusion, Multiple Hypothesis 

Tracking (MHT) is introduced for robustly tracking human gestures. An innovative aspect of the proposed approach lies in the 

integration of an RNN trained with 2D representations of 3D skeletal motion, enhancing the model’s understanding of complex 

human movements. The proposed methodology is rigorously evaluated on diverse datasets, incorporating scenarios with and 

without occlusion. Experimental results underscore the effectiveness of the hybrid approach, showcasing its ability to accurately 

identify human motion under varying conditions, thereby advancing the field of human motion detection. 

Keywords - Human Motion Detection, Mask R-CNN, Multiple Hypothesis Tracking, Occlusion, RNN.   

1. Introduction 
Visual analysis of human motion is one of the most active 

areas of computer vision research, aiming to recognize, track, 

and detect people from image sequences, including humans, 

as well as to interpret human behaviors [1, 2].  

Many studies have concentrated on the detection and 

tracking of basic human models by using data on skin tone or 

static backgrounds [3]. The automatic detection of human 

behaviors from pictures or video sequences can be summed up 

as a human motion recognition task [4].  

For many years, motion analysis and tracking from 
monocular or stereo video have been suggested for use in 

surveillance and visual security. Many methods for detecting 

human motions have been developed using various kinds of 

sensors [5, 6]. The two primary types of these methods are 

wearable and non-wearable. Because wearable technologies 

connect sensors directly to body parts, they are able to record 

human behaviors in great detail. However, wearable sensors 

are easily worn out and frequently forgotten. Wearable 

techniques, therefore, lack dependability and convenience, 

and the unintended trade-off is that, despite their potential for 

outstanding performance in lab settings, they show a decline 
in performance in real-world settings due to occlusion, 

perspective, and illumination variations [7-9]. 

Conversely, non-wearable techniques get over these 

problems and end up being the more popular option. Usually, 

stationary sensors are positioned in fixed places. Human 

motion characteristics can be taken out of picture and video 

frames for motion recognition and classification by employing 

optical and depth cameras [10].  

However, privacy concerns are raised by computer vision 

algorithms, which are severely limited by the light. 
Furthermore, compared to earlier versions, modern cameras 

perform noticeably better in low light because of recent 

technological advancements, particularly in the area of camera 

sensors [11, 12].  

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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In addition to color video, specific cameras, often referred 

to as “RGB+depth” cameras, also record depth information. 

This allows for the robust extraction of human figures, for 

example, as a set of 3D points, even in low-light situations. 

Thus, occlusion presents the most significant limits among the 

three previously discussed issues [13, 14]. Henceforth, the 
proposed work incorporated the pioneering hybrid 

methodology integrating advanced computer vision and deep 

learning methods to understand the notion of occlusion. 

The more accurate segmentation from the input data using 

the recently established Deep Learning techniques [15]. 

Consequently, Convolutional Neural Networks (CNNs) [16], 

which are frequently employed in standard Machine Learning 

techniques to analyze both simple and complicated actions, 

are inferior to deep learning-based HAR. Techniques based on 

CNNs have incredibly advanced state-of-the-art in motion 

estimation and semantic segmentation.  

Given the variability in human activity duration and the 
ambiguity of activity boundaries, the continuous segmentation 

of input sensor sequence data is a complex operation. 

However, their suitability for the joint semantic motion 

segmentation challenge has not been investigated.  

This task is intrinsically difficult because of a number of 

issues, such as the camera’s ego motion, illumination 

variations between consecutive frames, motion blur, and 

shifting pixel displacements brought on by motion at different 

speeds [17, 18]. As a consequence, the proposed work utilized 

Mask R-CNN for precise motion segmentation. For 

classification, conventional CNN [19] and Artificial Neural 

Network (ANN) [20] techniques that incorporate multiple 

hidden layers and rely on learning representations from 

unprocessed input are collectively referred to as Deep 

Learning; the network learns numerous layers of non-linear 

information processing.  

However, the recognition accuracy may be decreased by 
either of the two approaches if they result in inaccurate 

labeling. Therefore, the hybrid WOA-RDA optimized RNN is 

implemented in this work to determine human presence for a 

better classification process. Moreover Multiple Hypothesis 

Tracking (MHT) is introduced for robustly tracking human 

gestures, which is one of the first effective visual tracking 

systems. The significant contributions of the proposed work 

are discussed as follows, 

 To mitigate the impact of occlusion in visual data, a Mask 

R-CNN is utilized for precise motion segmentation. 

 To identify human motion accurately, the Recurrent 

Neural Network with the hybrid whale–red deer 

algorithm is employed for classification. 

 To tackle the persistence of occlusion, particularly self-

occlusion, Multiple Hypothesis Tracking (MHT) is 

introduced for robustly tracking human gestures. 

2. Proposed Methodology 
Human Activity Recognition (HAR) tasks suffer from 

occlusion because it causes important motion data to be lost, 

which impairs the performance of awareness algorithms. 

Because it can impact the precision of computer vision 

techniques, including object identification, tracking, and 

recognition, occlusion handling is crucial in videos.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 Flow diagram for the proposed framework 
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Henceforth, the proposed research work implements the 

pioneering hybrid methodology integrating advanced 

computer vision and deep learning techniques for mitigating 

the impact of occlusion in visual data. The Flow diagram for 

the developed work is illustrated in Figure 1, which combines 

various topologies for mitigating occlusion. 

To make the process of addressing occlusion easier, this 

technique initially converts the input video to video frames. 

With the application of Mask-R CNN, an input image is 

segmented into 265 pixels for a straightforward process of 

identifying human motion, and it involves isolating the 

moving object within video frames. The segmented image is 

fed to the classification process; the RNN technique is utilized 

to classify human motion with maximum accuracy and 

enhance the model’s understanding of complex human 

movements. Furthermore, Multiple Hypothesis Tracking is 

implemented to tackle the persistence of occlusion, which can 

robustly track human gestures. Finally the tracked output is 
attained by utilizing the proposed techniques respectively. 

2.1. Modelling of Mask-RNN for Segmentation 

One of the main objectives of Mask R-CNN is to develop 

a framework for computer vision applications like image or 

instance segmentation. The field of computer vision examines 

methods to enhance computers’ comprehension of digital 

visuals, such as pictures or movies.  

The idea of Mask R-CNN is simple: For every candidate 

item, Faster R-CNN produces two outputs: a class label and a 

bounding box offset. Mask R-CNN adds a third branch to this 

output, which produces the object mask, a binary mask that 

shows the pixels in the bounding box where the object is 

located.  

Since the extra mask output differs from the class and box 

outputs, the much finer spatial arrangement of an item needs 

to be retrieved. Pixel-to-pixel alignment, the primary 

characteristic of Faster R-CNN missing data, is then 

integrated. Figure 2 shows the schematic diagram for Mask R-

CNN used in the segmentation process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 Schematic diagram for mask R-CNN for segmentation 

As demonstrated in Figure 2, the Mask-R-CNN is a 

versatile and straightforward to understand object instance 

segmentation technique. The region of interest extraction 
process makes use of a Region Proposal Network (RPN). It 

produces a binary mask while estimating box offset and class 

for every area of interest. Every Region of Interest (RoI) can 

have its segmentation mask predicted using an Fully 

Convolutional Network (FCN), as the mask shows the 

convolutional correlation between pixels directly. 

Initially, Mask R-CNN creates a set of candidate regions 

that might contain objects using an RPN. An input image is 

fed into the RPN, a fully convolutional network, which yields 

a set of rectangular bounding boxes along with the associated 

objectness scores. Each anchor box is a preconfigured box 
with a specific size and aspect ratio.  

The RPN is trained to categorize each box as either 

foreground or background and to regress the box’s coordinates 

to match the object better. One way to formulate the RPN is 
as follows: 

𝐿({𝑃𝑖}, {𝑡𝑖}) =
1

𝑁𝑐𝑙𝑠
∑ 𝐿𝑐𝑙𝑠(𝑃𝑖 , 𝑃𝑖𝑖 ∗) + 𝜆

1

𝑁𝑟𝑒𝑔
 ∑ 𝑃𝑖𝑖 ∗

𝐿𝑟𝑒𝑔(𝑡𝑖 , 𝑡𝑖 ∗)                       (1) 

Here, 𝑡𝑖  specifies the parameterized coordinates of the 

predicted bounding box,  𝑃𝑖 ∗ denotes ground truth table, 𝑃𝑖 

indicates predicted probability of anchor, 𝑡𝑖 ∗ represents the 

vector for the ground truth box, 𝑁𝑐𝑙𝑠  and 𝑁𝑟𝑒𝑔  specifies the 

normalization terms,  𝜆  denotes the balancing parameter, 

and 𝐿𝑐𝑙𝑠, 𝐿𝑟𝑒𝑔 indicates the log loss function for classification 

and regression. 
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In the second stage, Mask R-CNN applies the RoI align 

layer to extract features from each suggested region. The faster 

R-CNN’s RoI pooling layer, which can lead to misalignment 

between the input areas and the recovered features, is 

improved by the RoI align layer. The RoI align layer computes 

the precise values of the features at any spatial point by using 
bilinear interpolation rather than quantizing the areas. The 

layer of RoI alignment can be written as: 

𝑦 =
1

𝑛2
∑ ∑ ∑ 𝑥𝑖𝑗

𝑘𝑐
𝑘=1

𝑛
𝑗=1

𝑛
𝑖=1 𝐺𝑖𝑗     (2) 

Where,  𝑥𝑖𝑗
𝑘  represents the value of kth channel of the 

input feature map at (𝑖, 𝑗), 𝑦 indicates the output feature map 

of size  𝑐 × 𝑛 × 𝑛 , 𝑛  specifies the number of bins, and 𝐺𝑖𝑗  

denotes the fraction of the bin that is covered by the region. 

Two parallel branches are then fed with the characteristics 

that the RoI align layer extracted: one for mask prediction and 

the other for bounding box regression and classification. With 

the exception of predicting K class-specific bounding boxes 

rather than just one generic box, the first branch is comparable 
to the one utilized in faster R-CNN. A binary mask for each of 

the K classes is produced by the fully convolutional network 

in the second branch. One way to express the mask branch is 

as follows: 

𝑀 = 𝑓(𝜙,𝑊𝑚)  (3) 

Calculating the average binary cross-entropy loss over K 

classes and m2 pixels yields the mask loss. 

𝐿𝑚𝑎𝑠𝑘 = −
1

𝑘𝑚2
∑ ∑ ∑ 𝑦𝑘𝑢𝑣𝑙𝑜𝑔𝑦̂𝑘𝑢𝑣 +𝑚

𝑣=1
𝑚
𝑢=1

𝐾
𝑘=1

(1 − 𝑦𝑘𝑢𝑣) 𝑙𝑜𝑔(1 − 𝑦̂𝑘𝑢𝑣)         (4) 

Here, 𝑦̂𝑘𝑢𝑣  represents predicted mask value and 𝑦𝑘𝑢𝑣 

denotes ground truth mask value for class 𝑘 and pixel (𝑢, 𝑣). 

The input image is efficiently segmented and provides 

better identification of human motion by employing the 

proposed Mask R-CNN. Following this, hybrid WOA-RDA 

optimized RNN is used for the classification process that is 

discussed as follows. 

2.2. Modelling of Hybrid WOA-RDA Optimized RNN  

2.2.1. Recurrent Neural Network 

A DL algorithm having a recurrent feedback component 
is called RNN. An input layer, a hidden layer, and an output 

layer make up a standard RNN structure. RNN is able to retain 

previously processed data that has been altered from the input 

because every neuron in the hidden layer has a state feedback 

mechanism. Consequently, RNN is better equipped to handle 

sequential data. The ability of the RNN to process sequences 

of varying lengths due to its recurrent structure is another 

crucial characteristic, and the structure of the RNN is 

represented in Figure 3. Therefore, better motion classification 

and recognition are attained by utilizing RNN to extract 

sequential human motion features based on radar.  

By examining the impact of the motion state at each time 

step on the state at the next step, RNNs are able to capture the 

patterns of motion evolution. Motion state is a high-level 
characteristic of the motion pattern that is extracted from the 

unprocessed observation of the human postures. The state at 

time step 𝑛, denoted as ℎ𝑛 , is dependent upon the previous 

state ℎ𝑛−1 as well as the related observation 𝑥𝑛. 

ℎ𝑛 = 𝜑(𝑊ℎ−ℎℎℎ−1 + 𝑊𝑥−ℎ𝑥𝑛 + 𝑏)  (5) 

Where, 𝑊𝑥−ℎ specifies the weight connecting to the state, 

𝑏 indicates the bias, 𝑊ℎ−ℎ specifies the weights that indicate 

the impact of the previous state on the current one, and 𝜑 

denotes the non-linear function. Because ℎℎ−1  is likewise 

dependent on its previous state, all observations up to time n 

are used in the production of ℎℎ. 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3 Structure of RNN 
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𝑠) (6) 

X(t) specifies input into the network at time t. The state, 

or s(t), of the hidden layer, is the outcome of non-linear 

mapping that begins with the weighted sum of the current 

network input and the historical state of the preceding instant. 

This mapping is written as, 

Ultimately, the comparable non-linear mapping with 

respect to the weighted total of states yields a network 

estimate 𝑦̂ (𝑡), which is stated as, 

 𝑦̂(𝑡) = 𝑓(𝑉𝑠(𝑡) + 𝑏(𝑡)
𝑦  (7) 

Furthermore, to tune the parameter of the developed RNN 

technique, the optimization algorithm of the hybrid WOA-

RDA technique is introduced in this work, which is described 

below. 
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2.2.2. Hybrid WOA-RDA Algorithm 

The Advantages of two nature-inspired algorithms are 

combined in a revolutionary meta-heuristic technique called 

the hybrid Red Deer Algorithm (RDA) and Whale 

Optimization Algorithm (WOA). The RDA explores the 

search space and identifies the optimal solutions by imitating 
red deer’s natural behaviors, such as fighting, shouting, and 

mating. To determine the most promising areas and improve 

the solutions, the WOA mimics the humpback whale’s 

hunting tactics, which include encircling, bubble-netting, and 

spiral attacks.  

In order to balance population diversity and convergence, 

the hybrid algorithm uses the RDA for global exploration and 

the WOA for local exploitation. It also makes use of a dynamic 

switching mechanism, and the flowchart for the developed 
hybrid WOA-RDA algorithm is represented in Figure 4.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Fig. 4 Flowchart for the proposed hybrid WOA-RDA algorithm 
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In other words, whales randomly search based on one 

another’s positions. The mathematical model can be written 

like this: 

𝐷⃗⃗ = |𝐶 . 𝑋 𝑟𝑎𝑛𝑑 − 𝑋 |  (8) 

Here, 𝑋 𝑟𝑎𝑛𝑑  represents the position vector of individual 
whales arbitrarily selected from the current population. 

Using Equation (1), which creates the red deer population 

initially, it is feasible to model the RDA mathematically. 

𝑅𝐷 = 𝑋1, 𝑋2, 𝑋3, … . , 𝑋𝑁𝑣𝑎𝑟    (9) 

Following that, using Equation (2), the fitness of each 

individual in the population is determined. 

𝑉𝑎𝑙𝑢𝑒 = 𝑓(𝑅𝐷) = 𝑓(𝑋1, 𝑋2, 𝑋3, … . , 𝑋𝑁𝑣𝑎𝑟)  (10) 

Using the Equation (11), determine the separation 

between all HN and the male RD, 

𝑇𝑗 = (∑ (𝑠𝑡𝑎𝑔𝑟 − 𝐻𝑁𝑗
𝑟)

2
𝑟∈𝑅 )

1

2  (11) 

By implementing the proposed hybrid WOA-RDA 

optimized RNN technique, better classification accuracy, 

precision, recall, and F1 score are attained with rapid 

convergence speed correspondingly. 

2.3. Modeling of Multiple Hypothesis Tracking 

The MHT algorithm is selected to carry out human 

tracking. For the same reason, the MHT algorithm was chosen 

to carry out the tracking duties. The ability of MHT to retain 

a large number of potential hypotheses over several scans 
indicates that it may be a viable method for carrying out 

reliable human tracking. Here, a different data association 

hypothesis is developed in the event of a conflict, as seen in 

Figure 5. In modern systems, it is the most preferred data 

association mechanism. 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 5 Flow diagram for MHT 

It will present the idea behind the Kalman filter-based 

tracker for tracking human targets. After that, the specifics of 

applying MHT to solve the data association problem will be 

covered, including the formula for determining the likelihood 

of each hypothesis, the MHT pruning phase for eliminating 

hypotheses, and parameter tuning. 

2.3.1. Kalman Filter-Based Target Track 

To track the target human, a tracker based on the Kalman 

filter is employed. This will focus briefly on the updating 

target track tracking cycle. A series of measurements taken 

with the assumption that they are from the same moving target 

is called a target human track. A vector comprising the tracked 

location and velocity, for instance, is used to describe the state 

of the track. This vector is initialized with the first possible 

human measurement that is received by the human extraction 

approach.  

The target motion state and state covariance are computed 

using the conventional prediction equations when using a 
constant velocity model for motion prediction. The 

measurement prediction equation is updated whenever a new 

measurement is acquired using the difference between the 

actual and expected measurements. The following 

characteristics can be applied to the target motion state and 

state covariance prediction, 

𝑢𝑡̅ = 𝐴𝑢𝑡−1  (12) 

 𝛴𝑡̅ = 𝐴∑ 𝐴𝑇
𝑡−1 + 𝑅  (13) 

Here, Σ𝑡̅ denotes the prediction about state covariance, 𝑢𝑡̅ 

indicates the target state prediction, where is the motion 

noise’s covariance. The standard formulation that follows can 

be used to update the Kalman gain, target prediction, and state 

covariance when a new measurement is obtained. 

𝐾𝑡 = 𝛴𝑡̅𝐻
𝑇(𝐻𝛴𝑡̅𝐻

𝑇 + 𝑄)−1  (14) 

𝑢𝑡 = 𝑢𝑡̅ + 𝐾𝑡(𝑍𝑡
𝑖 − 𝐻𝑢𝑡̅)   (15) 

𝛴𝑡 = (𝐼 − 𝐾𝑡𝐻) 𝛴𝑡̅  (16) 

When an individual is entirely obscured by a larger object, 

such as a pillar, this system switches from tracking them to 
observation mode. In other words, 

𝐹(𝑆1, … , 𝑆−𝑘
𝑛) = 𝐹(𝑆1,… , 𝑆𝑛−1). 𝑃(𝑆−𝑘

𝑛|𝑆𝑛−1)  (17) 

The person’s pre-occluded and post-reappearance 

velocities are used to estimate their movements. The person’s 

location throughout the observation period, 𝑆𝑘𝑖  can be 

retrieved based on the estimated motion. The proposed MHT 

tracking technique effectively tackles the persistence of 

occlusion, particularly self-occlusion, and robustly tracks the 

human gesture efficiently. 
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3. Results and Discussion 
In this work, a pioneering hybrid methodology integrating 

advanced computer vision and deep learning techniques is 

proposed work for mitigating the impact of occlusion in visual 

data. By utilizing Mask R-CNN, an input image is efficiently 

segmented and gives better identification of human motion.  

Furthermore, better classification accuracy for precise 

human motion is achieved by adopting the RNN technique, 

and the implemented Multiple Hypothesis Tracking approach 

efficiently tackles the persistence of self-occlusion. The 

overall results obtained by utilizing the proposed method are 

discussed as follows. 

 
Fig. 6 Frames from Weizmann dataset 

 
Fig. 7 Critical points from Weizmann dataset using media pipe library  

Figure 6 illustrates the frames from the Weizmann 

dataset, which specifies the different human motions. From 

the above-stated dataset, human motion is monitored. By 

using the Mask R-CNN, the image is effectively segmented, 

as presented in the figure. 

 
Fig. 8 Motion of human from Weizmann dataset (a) Jumping,                        

(b) Running, (c) Skipping, (d) Walking, and (d) Waving.  

Key points from the Weizmann dataset using media pipe 

library are illustrated in Figures 7(a) to 7(d), which analyzed 

that by utilizing the proposed novel RNN with a hybrid WOA-

RDA algorithm, the accuracy is efficiently attained. As 

illustrated in Figure 8, the motion of Humans from the 

Weizmann dataset (a) Jumping, (b) Running, (c) Skipping, (d) 

Walking, and (d) Waving, which is efficiently tracked by the 

developed multiply hypothesis tracker and the clear image is 

shown as specifies in the above Figure 8. The proposed RNN-
Hybrid WOA-RDA technique is compared with the other 

conventional topologies like RF, SVM, CNN, LSTM, and 

LSTM-RNN to determine the best precision and recall, as 

illustrated in Figure 9. From the graph, it is evident that the 

proposed system achieves high precision and recall by the 

values of 94.98% and 96.56%, respectively. 

Figure 10 specifies the comparison of F1 score and 

accuracy with the proposed and existing topologies to 

foreshow the proficiency of the developed work, which shows 

that the proposed RNN-hybrid WOA-RDA technique attains 

better F1 score value and most excellent accuracy compared 
to the other conventional topologies by the value of 96.12% 

and 95.87%. 

Table 1 compares the proposed novel RNN-hybrid WOA-

RDA technique with existing topologies, demonstrating that 

the developed system performs better in terms of precision, 

recall, F1 score, and accuracy, achieving values of 94.98%, 

96.56%, 96.12%, and 95.87%, respectively. The comparative 

analysis and overview of relevant literature for human motion 

detection across a range of classification algorithms, together 

with their respective accuracy, are shown in Table 2. 
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                                                                    (a)                                                                                                                          (b)  

Fig. 9 Comparison of (a) Precision, and (b) Recall. 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                        (a)                                                                                                                    (b)  

Fig. 10 Comparison of (a) F1 score, and (b) Accuracy. 

Table 1. Comparison of performance metrics 

No. Model Name 
Comparison of Performance Metrics 

Precision Recall F1-Score Accuracy 

1. RF 86 83 96 85 

2. SVM 90 90 90.1 86 

3. CNN 90.4 84 84 91 

4. LSTM 91 89.7 91 91.63 

5. LSTM-RNN 91.79 96.3 91.7 91.65 

6. RNN-Hybrid WOA-RDA 94.98 96.56 96.12 95.87 

 

 

 

 

Proposed 

LSTM-RNN 
[25] 

LSTM [24] 

CNN [23] 

SVM [22] 

RF [21] 

80       82       84       86       88       90       92      94       96 

Proposed 

LSTM-RNN 
[29] 

LSTM [28] 

CNN [27] 

SVM [26] 

RF [21] 

75            80            85             90            95           100 
Recall (%) Precision (%) 

Proposed 

LSTM-RNN 
[25] 

LSTM [24] 

CNN [27] 

SVM [26] 

RF [21] 

75            80             85            90            95           100 
F1 Score (%) 

Proposed 

LSTM-RNN 
[25] 

LSTM [24] 

CNN [27] 

SVM [30] 

RF [21] 

75             80             85             90              95            100 
Accuracy (%) 
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Table 2. Comparative analysis and related literature summary for human motion detection 

Ref Approach Dataset Accuracy Research Goal 

[31] ELM 
G3D and 

UTKinectAction3D Dataset 
89% 

ELM technique is employed to achieve 

recognition of human motion. 

[32] ML Benchmark Dataset 92.47% 

With the ML model created with the dataset, an 

application that offered a quasi-real-time 

classification of standing or sitting status was 

created. 

[33] CNN 
The Florence 3D Public 

Dataset 
94.08% 

The purpose of this study is to use the CNN 

approach to identify nine activities based on 

changes in joint distance and movement 

characteristics. 

[34] U-net 
self-Collected Sanitation 

Dataset 
94.75% 

A comprehensive U-Net-based HAR 

framework is employed to achieve motion 

sensor data-dense prediction. 

[35] LSTM-RNN Benchmark Dataset 91% 

In order to categorize the activities according to 

their motion characteristic, the LSTM-RNN 

algorithm was used. 

[36] LSTM UCF101 80.12% 

To identify and follow suspicious conduct in 

any surveillance setting, development of an 

intelligent human activity monitoring system 

based on LSTM. 

Proposed 
RNN-Hybrid 

WOA-RDA 

Weizmann Dataset 

 

 

94.98% 

The proposed work utilized RNN-hybrid 

WOA-RDA to achieve better accuracy for 

human motion detection. 

4. Conclusion 
In this work, a pioneering hybrid methodology integrating 

advanced computer vision and deep learning techniques is 

implemented to address the intricate challenges of HMD, 

which primarily focuses on mitigating the impact of occlusion 

in visual data. The three-pronged approach uses tracking 

algorithms, object classification, and motion segmentation to 

detect and classify human motion precisely. Henceforth, the 

proposed approach employs a Mask R-CNN, which 

effectively identifies the human motion specifically. 
Furthermore, improved classification accuracy (94.98%), 

precision (96.56 %), recall (96.12%), and F1 score (95.87%) 

is attained by utilizing the novel hybrid WOA-RDA optimized 

RNN topology with rapid convergence speed.  

The persistence of occlusion, particularly self-occlusion, 
is robustly tracked the human gestures by adopting the MHT 

technique. Using a variety of datasets, including both 

occlusion-free and occlusion-filled scenarios, the proposed 

approach is thoroughly assessed. The hybrid approach’s 

accomplishment is demonstrated by the experimental results, 

which also show its capacity to precisely detect human motion 

in a variety of settings, contributing to the advancement of 

human motion detection research.
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