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Abstract - Algopsychalia is inimical to the host. The present lifestyle of homo sapiens is stressful, due to which they suffer from 

psychogenic pain. Psychologists warn humans about algopsychalia’s destructive form, i.e. stress. Excessive stress can trigger 

suicidal tendencies in a person. Stress and emotions are highly co-related; therefore, the paper proposes efficient detection of 

stress-related emotions using speech to identify the level of stress and intimacy prior to the threat of suicidal ideations. The 

paper explores cepstral coefficient-based perceptual features like Mel Frequency, Inverted Mel frequency, Gammatone Wavelet, 

Gammatone Frequency, Perceptual Linear Predictive, Bark Frequency and Revised Perceptual Linear Prediction. Features are 

represented as an image and are input to the learning model. Representing features as an image and applying a Region-based 

Convolutional Neural Network (R-CNN) learning algorithm for evaluating auditory cues is the novelty of the proposed work. R-

CNN learning reduces computational costs. The performance of a system is analyzed with the help of a benchmark dataset 

specific to stress, i.e., SUSAS. Comparative analysis is presented to demonstrate improvement in Speech Emotion Detection 

(SED) performance. The overall accuracy of 90.66% of stress-related emotions is achieved. 

 

Keywords - Speech Emotion Recognition (SER), Gammatone Wavelet Cepstral Coefficients (GWCC), Revised Perceptual Linear 

Prediction (RPLP), Bark Frequency Cepstral Coefficients (BFCC), Perceptual Linear Predictive coefficients (PLPC), 

Gammatone Frequency Cepstral Coefficients (GFCC). 

1. Introduction 
‘The human brain uses speech for enhancing and 

organizing cognition in the form of interior monologue’ - was 

a motivating force for many researchers to work in speech 

perception and production. According to Kramer, speech 

affects not only conveys emotional and physical state of the 

speaker but also personality, intelligence and appearance [1]. 

It also reflects the age and gender of the speaker [2]. Machine-

man Interface (MMI) or Human Computer Interface (HCI) 

success rate depends upon the accuracy with which it can 

detect speech and emotions [3, 4]. Speech Emotion 

Recognition (SER) is a complex task [5]. 

Negative or positive emotions either change Heart Rate 

(HR), sub-glottal pressure and Blood Pressure (BP) and affect 

the depth of respiratory movements, resulting in Speech 

Impairment (SI). Thus, emotions control the Sympathetic 

Nervous System (SNS) and Para Sympathetic Nervous 

System (PSNS) [17]. 

Facial expressions and signals like Electroencephalogram 

(EEG) are alternatives for Emotion Recognition (ER), but 

speech proved to be a strong candidate as it is non-invasive, 

natural, low cost and remotely analyzed. Advanced medical 

diagnosis uses SER to detect Alzheimer's, Parkinson's, Voice 

Stress and mental disorders [6, 7]. Researchers are working on 

detecting psychiatric disorders using speech [8-14]. People of 

every age group face stress, maybe due to workload or 

lifestyle. Stress directly affects mental and physical health 

(diabetes, asthma, depression, fatigue, acid peptic disease and 

laryngeal tremors) [15]. Medical science defines stress as a 

silent killer. Unbearable stress may result in impulsive action, 

viz., committing suicide. Therefore, detecting stress to save 

lives is the desideratum. In the present scenario, a person is 

away from home, which rules out facial expression analysis 

for ER and favors SER. 

Understanding emotions and extracting related features 

are two major tasks. Schlosberg presented the first 3D model, 

which consists of activation, valence, and potency (energy) in 

emotion space [16]. These three parameters represent a 

person’s strong disposition, positive/negative emotions and 

energy in speech, respectively. Carl introduced the concept of 

Affective Computing [17]. They explored temporal features 

(pauses, articulation rate, speech rate), fundamental frequency 
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and average speech spectrum. The discrete categorical model 

proposed by Ekaman covered 8 emotions, viz. surprise, anger, 

happiness (joy), neutral, sad, disgust, fear (anxiety) and 

boredom [18]. Murray and Rainer demonstrated a correlation 

between emotions and utterance timing, utterance pitch 

contour, and voice quality [19, 20]. Cowie proposed a 2D 

model (activation, valence) for empirical analysis [21, 22]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Audio feature set [102] 

In Figure 1 features are presented as different ‘Domain’ 

(temporal, frequency, cepstral, modulation, phase and 

Eigenvalues). Temporal, frequency and cepstral-based 

domains have enticed researchers to develop SER. 
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Fig. 2 SER block diagram 
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In Figure 2, the SER model is based on a machine 

learning algorithm, which requires training of features 

extracted from the speech signal. Speech (audio) signal is 

segmented into overlapped/non- overlapped frames using the 

window function. Features shown in Figure 1 are extracted 

and presented in vector form. The feature vector is input to 

Machine Learning Algorithms (MLA) for training purposes. 

Training generates Trained Model (TM) viz., .NET. In the 

testing phase, audio inputs other than those used for training 

are used. Input may be from a dataset or real-time signal 

whose features are extracted and given to the classifier. The 

classifier model accepts feature vectors of new audio input, 

compares them with TM and produces a class of emotions. 

MLA performance relies on feature vectors and the classifier 

used. Researchers have used different classifier techniques, 

viz. Kernel Regression (KR) and Machine Learning Control 

(MLC), Double Sparse Learning (DSL) [23], Hidden Markov 

Model - HMM [24], Support Vector Machine (SVM) [25], 

Artificial Neural Network (ANN) [26], K-means Neural 

Network (KNN) [27], Deep Belief Networks (DBN) [28]. 

Robust and accurate stress analysis being a major goal; in 

this paper, the author proposes novelty at two levels, i.e. 

feature vector generation and classifier. Homo sapiens’ 

loudness and frequency response is non-linear and alters as per 

the age, health and surrounding environment. Therefore, 

Perceptual Features (PF) are selected to generate feature 

vectors based on Cepstral Coefficients (CC). CC is based on 

non-linear frequency warping, thus the best candidate for the 

SER system. At the classifier level, a novel method of 

analysing speech emotion visually to classify verities of 

emotion families is being introduced.  

The proposed model constructs the SER process as an 

image classification problem. It converts the extracted PF into 

an image called Image Matrices. Representing metrices as a 

visualized image explores all the state-of-the-art techniques 

developed for classifying an image. Constructed images are 

not complex to the level of RGB, instead limited to gray scale 

images. Region-based Convolutional Neural Network (R-

CNN) classifier is used in MLA. 

The main contribution of the research work is 

representing Perceptual feature metrices as an image. The 

same has been trained using the R-CNN classifier. To the best 

of our knowledge, the above combination, i.e. image 

representation of perceptual features and CNN classifier, has 

not been evaluated by researchers. 

A benchmark dataset, SUSAS (Speech Under Simulated 

and Actual Stress), is used to evaluate system performance, 

and the author created a database in Marathi (Indo-Aryan) 

language. Reasons for selecting the Marathi language are 

given as follows. 

US outsources, on average 65% of Information 

Technology (IT) business to India, out of which Maharashtra 

acquires the major IT business. Maharashtrian people speak 

Marathi. Thus, there is a high probability that IT professionals 

in Maharashtra, due to heavy workload, may be affected by 

stress. This motivated the author to explore the SER system for 

the Marathi language. 

The next part of the paper is organized as follows. Section 

2 describes work done by researchers in this area. The 

summary and challenges related to SER are described in 

Section 3. In this section, a problem statement is formulated. 

The proposed work model is presented in Section 4. Feature 

vector formation using perceptual features and the 

mathematical model of the CNN classifier are described in this 

section. Experimental setup and related results are presented 

in Sections 5 and 6, respectively. The system performance of 

the proposed model is presented in Section 7.  

 

 

 

 

 

 

 

 

                     NOTE: Minimal set with extended set total 88 parameters 

Fig. 3 GeMAPS parameters 
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2. Related Work  
The section presents the work done related to SER. The 

year 2015 was at a crossroads for feature extraction techniques 

[29] introduced toolbox for speech i.e. Geneva Minimalistic 

Acoustic Parameter Set (GeMAPS) and shared software 

library ‘openSMILE’ – a baseline work may be used by 

researchers. Minimal feature set and extended feature set are 

two options available. Figure 3 depicts both the sets. 

INTERSPEECH 2009 Emotion Challenge was based on the 

use of the OpenSMILE toolkit. 

C.K. Yogesh generated a feature set using OSBSBC 

(OpenSmile Bi-Spectral and Bi-Coherence). Wrapper-based 

Particle Swarm Organization (PSO) Biogeography-Based 

Optimization (BBO) algorithm and Multi-Cluster Feature 

Selection (MCFS) techniques were used to extract significant 

features, respectively, for 2016 and 2017. Optimization 

techniques like Hybrid BBO and BBO with PSO are used to 

reduce feature vector sets. SER performance analysis was 

done using BES, SUSAS and Surrey Audio-Visual Expressed 

Emotion (SAVEE) dataset, using SVM and Extreme Learning 

Machine (ELM) classifier [30, 31]. 

Zhang generated a feature set using eGeMAP and 

ComParE. They classified 9 emotions using Multi-Task Deep 

Networks (MTDN) [32]. Wang proposed Deep Neural 

Network (DNN) trained using utterance-level features for 

classification of gender, emotions and age [33]. Siddique Latif 

extracted features of the dataset, which had five corpus and 

three languages, using eGeMAP [28]. They derived that 

training small chunks of data but with a greater number of 

languages will enhance SER performance, and Deep Belief 

Network (DBN) outperforms the SVM and Sparse Auto 

Encoder (SAE) classifier. 

Few researchers didn’t use OpenSMILE and proposed a 

SER system with different feature sets and classifiers. Yuan 

Zong proposed feature set optimization and selecting 

significant speech segments using Double Sparse Learning 

(DSL) [23]. They followed a pyramid structure with 384 

features as a base and then optimized further. With the SVM 

classifier, they achieved 62.6% and 33.42% for the 

eNTERFACE and Acted Facial Expressions in the Wild 

(AFEW) datasets, respectively. 

The real Life Depression and Affect Recognition 

(ALDAR) theme was presented by the Audio Visual Emotion 

Challenge (AVEC 2017). Fabien proposed the use of the 

toolbox Collaborative Voice Analysis Repository 

(COVAREP) (v1.3.2) for feature extraction and identifying 

sentiments of human beings [35]. 

The next section summarizes the literature review in table 

format and discusses challenges with an outline of the 

proposed work. 

3. Summary and Challenges-Formulating 

Problem Statement 
Figure 4 represents a literature survey summary. This 

section discusses the challenges related to the work carried 

out. OpenSMILE toolbox was introduced in 2015, but after 

that, it has not been updated as per the introduction of new 

feature extraction techniques in different domains. Surrey 

reveals that the usage of standard auditory toolboxes may end 

up with huge feature vectors that may have redundant 

information. In most cases, the huge database may ‘confuse’ 

the training network. 

Therefore, researchers focused on optimizing feature 

vectors without compromising system performance, i.e. 

accuracy. At this juncture, two approaches popped up. The 

first approach uses optimization algorithms to reduce feature 

vectors and identify significant features. In the second 

approach, the researcher identifies the prominent features and 

manually selects a number of features. Verities of features 

were used but without identifying decisive perceptual features. 

The user proposes representing the feature vector as an 

image and using the classifier techniques that are proven and 

specific to image analysis. The next section describes 

challenges in SER and the reason for representing the feature 

set as an image. 

3.1. Motivation: Representing Metrics as an Image 

Figure 5 depicts variations in emotion. A few important 

points are explored, listed as follows, 

1. Emotions themselves are complex. On top of that, 

correlating emotions with specific speech features is still 

complex. 

2. Emotions are dynamic or obscure in nature. 

3. There is no explicit division of features with respect to 

emotion. 

4. Acoustic- related features are highly affected by 

parameters viz., content of speech, speaking rate, 

speaking style and varieties of speakers. 

5. Multiple emotions are correlated with the same 

utterance. Segmenting speech utterances precisely is a 

complex task. 

6. Emotions are highly influenced by the speaker's culture, 

environment, accent, etc. 

7. Emotional state may be transient or long-term. 
 

The listed complexity demands a technique that can 

accommodate the dynamic nature of emotion. A novel method 

is required which can visualize feature vectors and the 

variations in the same.  
 

The proposed work tries to address points – 4, 5 and 6 

from the mentioned challenges. At the same time, we should 

also track similarities in the images. A detailed explanation 

of the same is covered in Section 5. 
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Fig. 4 Schematic presentation of literature review- work done by verities of researchers 
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 Fig. 5 Emotion variation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Architecture diagram: proposed model 

Referring to Figure 4, there are two types of classifiers, 
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same is not utilized for the SER system. The next section 

discusses the proposed model. 

 

Speech (Audio) Signal 

Preprocessing input signal 

Segmentation – Frame Generation 

 PLPC IMFCC 

GWCC GFCC RPLP BFCC 

Region based CNN 

Classified 

Output 

 

Training 

data set 

(Learning 

Process) 

 
Trained 

Library 

MFCC 

Feature Extraction 

Im
ag

e
s 



Vaijanath V. Yerigeri & Seema V. Yerigeri / IJECE, 12(4), 19-35, 2025 

25 

4. SER: Proposed Model 
Referring to Figure 6, there are three important modules 

of SER, viz. speech signal pre-processing, generating feature 

vector, and classifier, which are discussed as follows. 

4.1. Pre-Processing Module 

 In a real-time environment, environmental or 

surrounding noise will be present. The author created a 

database, and the SUSAS corpus is recorded in a noisy 

environment. The first step involves normalization and 

removal of DC offset. After that, background noise removal 

is done using a Wiener filter. Fairly clean speech is then 

segmented into several frames using the Hamming windowing 

technique w(𝑛). Boundary ripples and discontinuities are 

catered by this technique. The window is 30ms with 

approximately 30% overlap i.e. 10ms. 

 (1) 

Where n is ranging from 0 to (N-1), S(n) = input signal 
 

 (2) 

 

4.2. Feature Extraction 

 This section describes the verities of features extracted to 

generate a set. The proposed work generates a feature vector 

set of perceptual features with energy, pitch and fundamental 

frequency. Details are as follows, 

4.2.1. Analyzing Gammatone Wavelet Cepstral Coefficient 

(GWCC) 

Gammatone function models auditory response. 

Patterson proved the same experimentally. Cochlea is 

modeled by a parallel bank of band pass filter [76]. Yang and 

Slaney demonstrated that the cochlea and Gammatone 

Cepstral Coefficient transfer function, which maintains 

constant Q is the same [77, 78]. It was observed by Solbach 

and Mallat that affine Wavelet Transform (WT) exactly model 

cochlea as it has constant Q behavior [79, 80]. Thus, the 

primary observation is that Gammatone Function (GF) with 

WT will improve SER system performance. Thus, theoretical 

studies indicate positive about SER performance enhancement 

if WT is combined with Gammatone Function (GF).  

 

              

GDF(t) = (3)     

 

Where, 𝐺𝐷𝐹(𝑡) = f(t)= 𝑔𝑎𝑚𝑚𝑎 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 

𝛽 = 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟, 𝑢(𝑡) = 𝑠𝑡𝑒𝑝 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 

𝑁 = 𝑜𝑟𝑑𝑒𝑟 𝑜𝑓 𝑟𝑖𝑠𝑒 𝑜𝑟 𝑑𝑒𝑐𝑎𝑦 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 (3 ≤ 𝑁 ≤ 5) 𝑎𝑛𝑑 

jw𝑐 = 𝑐𝑒𝑛𝑡𝑟𝑒 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (𝑟𝑎𝑑|𝑠𝑒𝑐) 

Gamma Distribution Function (GDF) is modulated on 

sinusoids, 

Fourier Transform (FT) of 𝐺𝐷(𝑡) 𝑖𝑠  

 (4) 

 = 𝐴𝑛𝑔𝑢𝑙𝑎𝑟 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (𝑟𝑎𝑑|𝑠𝑒𝑐), 

∴ Gammatone Wavelet Function (GWF), 

 

 (5) 

 

̂ (0) = 0, therefore, time domain function will be,  

 

 (6) 

 (7) 

Where  𝛼 = 𝛽 + 𝑗𝜔𝑐   

[81] proposed that in Equation 4 if the derivative order of 

the numerator is less than the denominator order, then GF 

higher order derivatives can be approximated to Wavelet. 

Gammatone Wavelet Filter Bank (GWFB) 

Patterson [82] proved that the human auditory system 

filter characteristics perfectly match the order four of the GF 

impulse response. Giasberg defined auditory filter function, 

i.e. Equivalent Rectangular Bandwidth (ERB), as follows, 

 𝐸𝑅𝐵𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑓) = 24.7(1 + 4.37 ∗ 10−3𝑓) =

24.7 +
𝑓

9.26
 (8) 

Bandwidth (BW) of fourth-order Gammatone 

function = 1.019 ERB.  

Centre frequency fc for channel k is calculated as, 

 (9)          

Where, 

𝑓𝑐(𝑘) = 𝐶𝑒𝑛𝑡𝑒𝑟 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 

𝐾 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 𝑖𝑛 𝑓𝑖𝑙𝑡𝑒𝑟 𝑏𝑎𝑛𝑘 0 < 𝑘 < 𝐾 

𝑓𝑚𝑎𝑥 = 𝐻𝑖𝑔ℎ𝑒𝑟 𝑐𝑢𝑡𝑜𝑓𝑓 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦, 𝑇𝑦𝑝𝑖𝑐𝑎𝑙𝑙𝑦 4𝐾𝐻𝑧 
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133𝐻𝑧 
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4.2.2. MFCC Filter Bank 

The ear has nonlinear filter characteristics i.e. High 

Frequency (HF) has a smaller number of filter stages as 

compared to the Low Frequency (LF) range. MFCC analysis is 

based on human perception of speech. Mel space filter 

(triangular filter) bank is the base for RPLP and MFCC. The 

MFCC algorithm in Table 1 is presented as follows, 

 

Table 1. MFCC algorithm 

 𝑆(𝑛) = Time domain speech signal,  

𝑆𝑖(𝑛) = Segmented speech (𝑖 number of frames) 

1 Compute complex DFT (C-DFT) 𝑆𝑖(𝐾)  

for each and every frame 

2 Calculate the Power spectrum,  

 

 

 

3 Apply triangular filter bank to 𝑃𝑖(𝐾). 

4 Filter bank energy is computed by multiplying all.  

Filter Bank (FB) with the spectrum, and finally, coefficients are summed up. 

5 Linear Frequency scale is mapped to Mel Frequency scale, 

 

 

6 Calculate log of output 𝑚𝑒𝑙(𝑓) 

7 Compute Discrete Cosine Transform (DCT) of log filter bank energies 

4.2.3. BFCC Filter Bank and PLPC 

To calculate BFCC, the DCT of the logarithm of the 

spectrum of Bark Frequency Filter Bank is computed. The 

equation for warping Bark Scale Frequency is as follows, 

 (10) 

 To calculate PLPC, t h e  IDFT of t h e  bark scale is 

computed, and then t h e  linear prediction is applied for 

spectral smoothness. 

4.2.4. Flow Chart to Compute Perceptual Features 

Figure 7 presents a flow chart for calculating perceptual 

features. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 Flowchart: computation of cepstral coefficients 

  1 10.76
13 tan 3.5 tan ..... .(10)

1000 7500

f f
bark f Eq    

     
   

   
21

i iP K S K
N



  1125 ln 1
700

f
mel f

 
   

 

LP analysis 

Cepstral 

Speech (Audio) Input 

Preprocessing (Normalization) 

Generating frames (Segment) using window 

Absolute of FFT Gammatone 
Wavelet filter 

IDFT 
Mel Frequency 

Bank 
Gammatone filter 

bank 

Inverted Mel scale 

filter bank 
Bark filter 

bank 

Filter bank - Log of Magnitude (Energy) 

Discrete Cosine Transform (DCT) 

Equal loudness Pre-

emphasis 

Intensity loudness (,)0.33 

Recursive Cepstrum 

Coefficient 

RPLP 

Output 
GWCC 

Output 

MFCC 

Output 
GFCC 

Output 

IMFCC 

Output 

BFCC 

Output 

PLPC 

Output 



Vaijanath V. Yerigeri & Seema V. Yerigeri / IJECE, 12(4), 19-35, 2025 

27 

4.2.5. Additional Features 

This group covers features such as pitch, energy, and 

vocal tract frequency. 

1. Pitch Detection  

Table 2. Pitch detection 

1 Calculate STFT of S(𝑛) (frequency domain), 

 

 

Nt(f) = Noise spectrum Power density, ft(f)= STFT, f0 

represents frequency 

 t = time, N= Harmonic, Sα,t = power of Nth harmonic 

2 Calculate log spaced PSD of every frame. 

 

 

3 Impulse 
response, 

 
3 Convolution operation is performed between 𝐹𝑡 (𝜁) 

and 𝐻(𝜁) 

𝐹𝑡 (𝜁) ∗ 𝐻(𝜁).∏ 

4 Noise suppression is achieved by using broaden peak 

filter stage  

which has impulse response, 

ℎ𝑏𝑝(𝜁) = 𝑟 − log( 𝑢 − cos(2 ∗ ∏ ∗ 𝑒𝜁))  
𝑤𝑖𝑡ℎ 𝑙𝑖𝑚𝑖𝑡 log (0.5) < 𝜁 < log( 0.5 + 𝑁) 

5 Noise component(s) with high energy narrow band 

may  

dominate output of a filter. Therefore, spectrum of 

each frame is compressed. 
𝐹′ (𝜁) = 𝐹 (𝜁)𝛽𝑡(𝜁) , 𝑡 = 𝑡𝑖𝑚𝑒 𝑖𝑛𝑑𝑒𝑥, 𝛽𝑡(𝜁) = 
𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑖𝑛𝑑𝑒𝑥 

       𝑡                 𝑡 
6 To formulate 𝛽𝑡(𝜁) smoothed spectrum (𝐹̅𝑡

 
 
(𝜁)) is 

calculated taking into consideration two cases, viz., 

without noise and with noise. 

7 Compute 𝐹̅𝑡
 
 
(𝜁), 𝐹𝑡 (𝜁) is passed through Low Pass 

Filter (LPF)  

stage in two domains viz. time and log frequency 

domain. 

8 Function 𝐹̅𝑡
 
 
(𝜁), may be approximated to long term 

average             spectrum Byrne [87] and Brookes 

[88].  ∴  𝐹̅𝑡
 
 
(𝜁), ≈  𝑁𝑁𝑡 (𝜁). 

9 Point 8 approximation results in Compression Index,   

 

9 Convolve 𝐹′ (𝜁) and ℎ𝑏(𝜁). 
𝑡 

10 Pitch of voice is nothing but the resulting highest peak 

 (maximum peak) in the feasible range. 

 

Pitch detection is an appropriate technique to model a 

single quasi-periodic signal, viz., speech and music [84, 85]. 

Pitch can be detected using time, frequency and both 

domains. Gonzalez proposed a Pitch Estimation Filter 

Robust to High Levels of Noise (PEFAC) algorithm for 

robust pitch detection [86]. The algorithm involves Power 

Spectrum Density (PSD) calculation of harmonic in log scale 

and use of broaden peaks filter and spectrum compression to 

eliminate noise consisting of high amplitude narrowband 

component. The same is summarized in Table 2. 

 

2. Energy 

Speech signal energy is computed using the Teager Energy 

Operator (TEO). 

 

 (11) 

 

3. Vocal Tract Frequency (VTF)   

VT is a closed cylinder with a 17 cm to 18 cm length. It 

generates a set of formant frequencies that change as the 

articulator introduces vowel sounds. These frequencies are 

different for men and women. It also changes with emotions.  

 

4.3. Classification Module-Region based CNN Classifier 

 Refer to Figure 8. Visualized images created by vectors 

of verities of feature coefficients represent different regions.  

 

As the sizes of the coefficients selected are fixed, the 

region size, as well as the position in an image, of the feature 

will be fixed. Thus, the R-CNN network, which is efficient in 

region-based detection, is a good candidate for the SER 

system. 

 
Fig. 8 Architecture diagram: proposed model 

 

Figures 9(a), (b) and (c), (d) represent a single class of 

emotion (Angry and Sad, respectively). For the same emotion, 

the pattern is almost the same but with observable changes in 

the same.  

 

Angry and sad emotional images are distinct. Thus, R-

CNN may be trained (Table 3) for such similarities in an image. 

The next part elaborates on R-CNN. 
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(a) Case – I: Angry Emotion 

 
(b) Case – II: Angry Emotion 

 
(c) Case – III: SAD Emotion 

 
(d) Case – IV: SAD Emotion 

Fig. 9 (a), (b)Angry, and (c), (d) Sad. 

 

4.3.1. R-CNN Algorithm 

R-CNN is a pioneering approach that applies deep models 

to region/object detection [89]. It first selects several proposed 

regions from an image. Anchor box may be one of the 

selection techniques. Regions are then labeled for categories 

and bounding boxes (Region of Interest (RoI)).  

 

Features of proposed regions are extracted by forward 

computation, performed using CNN (Table 4). The next part 

elaborates on the R- CNN process. 

 
Table 3. Train CNN Network to classify images 

1 Select 𝑁 number of ROI of different sizes per 

image using selective  

search. The ROI may be category-independent and of 

the target object. 

2 Apply warping to region candidates to generate a fixed-

size template. 

3 Total ROI will be 𝑁 + 1 as background is considered no 

object of interest. 

4 Fine-tune CNN having 𝑁 + 1 classes. Adjust smaller 

learning rates. 

5 Each one forward propagation generates a feature vector 

for every ROI. 

6 Train each class independently and create binary SVM. 

7 Set overlap threshold (Intersection over Union – IoU) 

8 Binary SVM uses feature vector generated in step-6 

and overlap  

threshold to decide positive or negative sample. 

9 The regression model is trained using CNN features 

to set right the 

predicted detection window on bounding box 

correction offset 

Table 4. Bounding box regression 

1 𝐶𝑜𝑜𝑟𝑑𝑖𝑎𝑛𝑡𝑒 𝑓𝑜𝑟 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔 𝑏𝑜𝑥 𝒑 = 

𝑖𝑛𝑝𝑢𝑡 𝑡𝑜 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠

=  (𝑝𝑥 , 𝑝𝑦 , 𝑝𝑤 , 𝑝ℎ),  

𝑤ℎ𝑒𝑟𝑒 𝑝𝑥 , 𝑝𝑦 𝑎𝑟𝑒 𝑐𝑒𝑛𝑡𝑟𝑒 𝑐𝑜𝑜𝑟𝑑𝑖𝑎𝑛𝑎𝑡𝑒, 𝑝𝑤 𝑖𝑠 𝑤𝑖𝑑𝑡ℎ 𝑎𝑛𝑑 

 𝑝ℎ  𝑖𝑠 ℎ𝑒𝑖𝑔ℎ𝑡,  
2 𝐶𝑜𝑜𝑟𝑑𝑖𝑎𝑛𝑡𝑒 𝑓𝑜𝑟 𝐺𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑏𝑜𝑥 𝒈 =

(𝑔𝑥, 𝑔, 𝑔𝑤, 𝑔),   
 𝑖𝑓 (𝐼𝑜𝑈 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝 𝑎𝑛𝑑 𝑔 ≫ 0.6 ) 𝑡ℎ𝑒𝑛   
3 Configure regressor for learning scale-invariant 

the transformation between two centres and log scale  

the transformation between heights and width. 

4 Calculate transformation. 

 , , 

 ,  

 
5 𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔 𝑏𝑜𝑥 𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟  𝑑𝑖(𝒑). 𝑖 ∈

 {𝑥, 𝑦, 𝑤, ℎ},    

𝑎𝑛𝑑 𝑐𝑎𝑛 𝑡𝑎𝑘𝑒 𝑎𝑛𝑦 𝑣𝑎𝑙𝑢𝑒 𝑟𝑎𝑛𝑔𝑖𝑛𝑔 𝑓𝑟𝑜𝑚 {−∞,∞ }  

6 Learning Targets are: 

,  ,  ,  

7 Minimizing the SSE loss with regularization: 

 
8 Select best 𝜆 using cross-validation. 

9 𝑒𝑛𝑑  
 

5. Experimental Setup 
Robust Speech Processing Laboratory has a publicly 

distributed SUSAS database specifically for analyzing stress-

based speech. The database has four partitions. The audio 

signal is sampled at 8 KHz using 16-bit ADC. The database 

contains 16,000 utterances recorded by 32 speakers of the age 

group 22 to 76 years. It contains long, real-time speech 

recorded by Apache helicopter pilots. Benchmark Marathi 

speech database is not commonly available [90]. Researchers 

created their own data set [91, 92] but haven’t distributed the 

same publicly. The author created their own database with the 

help of nonprofessional speakers, as SER is supposed to be 

used by common people. Rode NT 2A microphone and 

Behringer x32 digital mixer were used. Parameter settings are 

described in Table 5. 

 

Table 5. Parameters considered for database creation 

Sr. Parameter Specifications 

1 Stage of life (age bar 

/ number of 

speakers) 

Old (60+ / 1), middle (31 to 55 

/ 1),  

young (20 – 30 / 5), teenage 

(13 – 15/ 
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5) and child (7 – 12 / 2) 

2 Emotion states 5 emotions, viz. sad, happy, 

neutral,  

surprised and angry 

3 Gender M / F 

4 Sentence / Repetition 

rate 

size 5 - 7 word(s) / 3 

6 Variations in 

statements 

10 

7 Recording Duration 2 / 3 sec 

8 Bit rate 16 / 192 kbps 

9 Number of bits 16 

10 Sampling rate 44.1 KHz 

11 Channel Mono 

12 File format mp3 
 

Feature vector formation is based on Table 6.  
 

Table 6. Coefficients for feature vector formation 

Sr. Parameter Coefficients Sr. Parameter Coefficients 

1 GWCC 35 2 GFCC 25 

3 BFCC 30 4 RPLP 10 

5 MFCC 15 6 IMFCC 15 

7 PLPC 11 8 Energy 1 

9 Pitch 1 10 

Vocal tract 

Fundamental 

frequency 

1 

The feature vector size is 144, which forms the matrix of 

12 x 12 matrix. For training there will be 30 speech files of 

each emotion. Therefore, 

𝑡𝑜𝑡𝑎𝑙 𝑚𝑎𝑡𝑟𝑖𝑥 𝑓𝑜𝑟 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑝𝑒𝑒𝑐ℎ 𝑓𝑖𝑙𝑒𝑠 

∗ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑚𝑜𝑡𝑖𝑜𝑛𝑠 ∗ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑣𝑒𝑐𝑡𝑜𝑟. 

Training the network is done with an input matrix of size 

12 x 12 x 1 (H x W x Dimension). The first convolutional layer 

has Kernel (K) selected as a 3 x 3 x 1 matrix, stride length = 1 

and the same padding is configured in the software. Thus, the 

input matrix is augmented to 13 x 13 x 1, and the kernel 

applied to this produces an output matrix of 10 x 10 x 1, as per 

the formula ((image size – kernel size)/stride +1) = ((12 – 

3)/1+1).  

 

Max pooling is used instead of average pooling to get 

better output. Max pooling uses a 3 x 3 x 1 matrix with stride 

length = 1. The output matrix size is ((10 – 3)/1 + 1) = 8.  We 

kept the same parameters for convolutional layer 2. So, the 

convolutional output matrix size was 6 x 6, and the max pool 

layer matrix size was 4 x 4.  

 

The output from the max pool from the layer is input to a 

Fully Connected Network (FCN) having 4096 neurons. Two 

FCN networks were used. 

 

6. Experimental Results and Discussion 
The section explores variations in features with different 

emotions. Emotions considered are viz. Sad, angry, surprised, 

happy and neutral.  Figure 10 represents a ribbon plot of 

features viz. MFCC, BFCC, GFCC, GWCC, PLPC, IMFCC, 

RPLP, energy, pitch and vocal tract frequency for Marathi 

speech database.  
 

 

 

  

  

  

  Fig. 10 Feature’s ribbon plot 

The feature vector set is divided into perceptual features 

(70%) and non-perceptual features (30%). Figure 11 depicts 

the overall feature set distribution. 
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Fig. 11 Pie chart: feature vector distribution 

 

7. Performance Evaluation 
SER system accuracy is calculated as, 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑚𝑜𝑡𝑖𝑜𝑛𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑜𝑓 𝑡ℎ𝑎𝑡 𝑒𝑚𝑜𝑡𝑖𝑜𝑛
 𝑋 100 

 

Confusion matrix is depicted in Tables 7 to 8 of the 

proposed scheme for Marathi speech and the SUSAS 

database, respectively. Sad and angry emotions are related 

to stress. The average accuracy for the same is 93.5%. The 

overall accuracy of SER for the Marathi database is 90.6%.  

Table 7. Results with marathi database 

Emotions Neutral Happy Surprise Angry Sad 

Neutral 89 4 1 2 4 

Happy 6 85 8 1 0 

Surprise 0 3 92 5 0 

Angry 0 1 4 95 0 

Sad 5 0 0 3 92 
 

SUSAS database has Slow, Soft, Angry, Question and 

fast speech for stress tests. Refer to Table 8. Stress is closely 

related to angry and fast speech and sometimes may be in 

questionable mode. These three speaking styles are detected 

with an average accuracy of 91.66%.  

Table 8. Results with SUSAS database 

Emotions Fast Question Slow Angry Soft 

Fast 91 3 0 6 0 

Question 5 88 1 5 1 

Slow 0 3 80 0 27 

Angry 1 3 0 96 0 

Soft 0 4 9 0 87 
 

As the Region-based CNN classifier is not used by other 

researchers, the author compared the results (Table 9) with 

the learning algorithm presented by researchers, as follows. 

 

Table 9. Comparative performance of the proposed system with existing systems 

Author Year Feature set Classifier Database Accuracy 

Wei Jiang et al. 2019 [93] 
eGemaps,   

MFCCs, IS10 

SVM 

Improved Shared-Hidden         

-Layer Auto 

encoder (SHLA) 

IEMOCAP 

(audio-Visual dat) 
65% 

Peng et al., 2019 [94] 

1,582 features from the 

openSMILE toolbox, 

including 34 acoustic 

low-level descriptors 

(LLDs) 

Transfer supervised  

linear subspace  

learning and transfer 

unsupervised linear  

subspace learning 

Berlin, eInterface (audio) 74.5% 

YeSim Ülgen 

Sonmez 
2019 [95] MFCC, LPC, PLP 

Subspace Discriminant 

Analysis 
EMODB (audio) 87.1% 

Leila et al., 2019 [41] 

MFCC and  

Modulation Spectral 

(MS) 

RNN 
Berlin 

Spanish 
92% 

Jianyou Wang      

et al., 
2019 [96]  Dual-Sequence LSTM IEMOCAP 73.3% 

Noushin et al., 2019 [97] 
MFCC, pitch,  

intensity 
3D-CNN 

SAVEE (audio)   

RML (audio) 

eINTERFACE’ 05 

81.05% 

77.0% 

72.33% 

Badshah et al., 2017 [98] Spectrograms 
Convolutional  Neural 

Network (CNN) 
Berlin 84.3% 

Feraru et al., 2017 [61] 
MFCC,  

PARCOR, LAR 
KNN SROL (audio) 75.83% 

Wootaek et al., 2016 [99] STFT CNN & RNN Berlin 86.86% 

Jun  

Deng et al., 
2016 [45] Phase based features SVM 

Geneva Whispered  

Emotion Corpus (audio) 
72.5% 

Zhengwei 2014 [100] affect-salient features Semi-CNN SAVEE 63.3% 

9%

6%

8%

13%

15%

28%

21%

PLPC

RPL P

IMFCC

MFCC

BFCC

GFCC

GWCC
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et al., EMO-DB  

(audio) DES (audio) 

MES (audio) 

81.4% 

74.6% 

76.1% 

Qironget al., 2014 [59] affect-salient features CNN 
SAVEE EMO 

-DB DESMES 

60,7% 

78.3% 

75.8% 

69.9% 

Li et al., 2013 [101] MFCC DNN and HMM 
NIST RT03S 

Fisher (audio) 
77.92% 

Proposed  

Scheme 
 Perceptual Features Region-Based CNN 

SUSAS (audio) Marathi 

Speech  Database (audio) 

91.66% 

90.6% 

The IEMOCAP database has a combination of audio 

and video. The audio and video feature sets are huge, and 

SER accuracy decreases. Only audio depicts better 

performance, which is more appropriate in distant 

communication. 

 

8. Conclusion 
The paper presents the novel idea of representing feature 

vectors as an image, which opens a wide range of techniques 

specific to image analysis. Visual inspection of feature-

constructed images explores the influence of emotions on the 

feature set. Marathi database (author-created) and SUSUS 

(benchmark database) were used to analyze system 

performance. The combination of perceptual features with R-

CNN itself is a unique technique presented by the author for 

SER, and the same has resulted in better performance, i.e. 

analyzing stress-related emotions like surprise, anger and sad. 

As shown in Table 5, neutral and happy emotions were also 

considered for efficient classification. MFCC, GFCC, GWCC 

and BFCC are more prominent discriminators. Table 6 

indicates that the ‘Anger’ emotion (SUSAS database) is 

detected with 96% accuracy. Stressful people normally speak 

very fast with anger and often have questionable states as the 

situation is not in control from their perspective. These three 

emotions are detected with an average accuracy of 91.6%. 

Further research work may be extended to use the Faster R-

CNN, Masked R-CNN, and You Only Look Once (YOLO) 

classifiers. The SER system will be more useful for common 

people when a mobile app is created and real-time emotion 

detection is displayed while the telephonic conversation is 

going on.
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