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Abstract - As cloud computing is growing rapidly and resource management is becoming more important, energy and 

performance-aware task scheduling in cloud computing is an important study topic. To optimize energy usage and boost overall 

system performance in cloud computing, this study gives a comprehensive overview of the available research on task scheduling 

strategies. We show the advantages and limitations of a wide variety of scheduling algorithms, methods, and approaches. This 

review examines how academics and industry professionals have dealt with cloud computing's unique mix of difficulties, 

including fluctuating workloads, diverse resource requirements, and unpredictable performance. Important gains in both energy 

economy and system performance have resulted from adopting machine learning techniques that can adapt to various scheduling 

conditions. Our research highlights the need for data-driven models and Artificial Intelligence (AI-assisted) scheduling decisions 

to maximize resource utilization and satisfy the wide-ranging performance needs of cloud applications. We also highlight areas 

where additional study is needed, such as in the areas of large-scale data processing, security, and dynamic scheduling systems 

that can accommodate workload changes. This survey is useful for researchers, professionals, and policymakers in the domain 

of Cloud Computing (CC) since it compiles the results of a wide range of studies. 

 

Keywords - Energy and performance aware scheduling, Cloud computing, Quality of service, Dynamic workload, Cache aware 

scheduling.  

1. Introduction   
Eric Schmidt, former CEO of Google, was mainly 

responsible for bringing cloud computing to the public in 

2006. Since then, it has been a key technology driving the 

expansion of data-intensive applications in domains such as 

scientific research, industry, and consumer services. Cloud 

architecture has caused a paradigm shift by providing scalable 

access to massive computing resources online, enabling 

applications that require large processing power and storage 

space [1]. Cloud services allow users to acquire computer 

resources on demand, paying based on actual consumption as 

specified in their Service Level Agreements (SLAs), 

providing both flexibility and cost savings. The paradigm 

comprises layers such as Software as a Service (SaaS), 

Platform as a Service (PaaS), and Infrastructure as a Service 

(IaaS), which cater to a wide range of customer demands while 

requiring providers to maintain high levels of service quality, 

availability, and adaptive resource management [3]. The 

different cloud service models are illustrated in Figure 1. A 

CSP will route user requests to any of its available resources 

and then provide the outcome to the requesting user. A 

request's resource allocation is determined on the fly. 

Systematic resource management ensures continuous service 

and optimal system performance. Cloud computing has been 

successful because of its scalability and the fact that it can 

provide computing and storage resources on demand. With 

cloud computing, one may access computer resources on 

specific requirements by paying for them on a usage basis. 

Users in a Cloud model are charged according to their resource 

consumption and the Quality of Service (QoS) requirements, 

as defined in the Service Level Agreement (SLA) among the 

Cloud provider and the user [3]. There are essentially two 

participants in the cloud setup: the resource supplier and the 

consumer. Users seek to perform their operations in the form 

of workflows or independent tasks in a timely way with a 

minimum runtime cost, while providers strive to maximize 

their advantages from cloud infrastructure [4, 5].  

Cloud data centres are seeing exponential increases in 

resource use as demand for cloud services rises. Along with 

this expansion, energy usage has surged, which raises 

environmental and financial issues. Data centres presently 

consume around 200 TWh yearly, a figure that could reach 

3,000 TWh by 2030 if present trends continue, therefore 

casting questions on the sustainability of cloud infrastructure 

[6]. Consequently, in cloud computing research, energy-
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efficient job scheduling and resource management techniques 

have been essential. Optimizing both energy consumption and 

performance depends critically on task scheduling, which 

determines how and when resources are distributed for 

performing different activities. All of these are vital for the 

sustainability of cloud services, as they cover attempts to 

maximize system efficiency, lower idle resource time, and cut 

wasteful power use. 

 
Fig. 1 Different cloud service models 

 

To tackle these challenges, researchers have developed 

various task-scheduling algorithms aimed at boosting energy 

efficiency while sustaining or even improving system 

performance. These approaches range from traditional 

heuristic methods to newer machine learning techniques that 

can dynamically adjust to changing workloads [7-9]. Yet, a 

notable gap in current research is the scalability and flexibility 

of these models across diverse workloads and operational 

settings. Scheduling scientific workflows, especially in fields 

like bioinformatics, climate modeling, and high-energy 

physics, poses distinct challenges due to their complex 

resource requirements, task interdependencies, and often 

time-sensitive constraints [7]. Traditional scheduling methods 

often struggle with these specialized workflows, as they 

typically do not meet specific performance needs, energy-

saving objectives, or the dynamic nature of such tasks. 

In this area, a notable research gap becomes evident. 

Despite the development of numerous task scheduling 

strategies, there is still a need for comprehensive solutions that 

effectively balance energy efficiency with performance goals, 

particularly in large-scale scientific workflows. Current 

methods often fall short of adapting to fluctuating workload 

demands and struggle to achieve low energy use and high 

computational efficiency simultaneously. Additionally, while 

AI and data-driven scheduling models offer potential for real-

time, adaptive scheduling, their full capabilities for enhancing 

energy efficiency and optimizing resource use in cloud 

environments remain largely unexplored. 

This paper seeks to bridge this gap by offering a detailed 

review of recent developments in energy-efficient, 

performance-oriented scheduling methods within cloud 

computing. Through systematic analysis aimed to explore 

how AI-assisted scheduling models and adaptive, data-driven 

strategies can enhance resource utilization, meet quality of 

service standards, and improve overall energy efficiency. By 

assessing the strengths and limitations of these techniques, this 

survey aims to highlight the most effective approaches for 

balancing energy and performance needs in cloud data centres, 

particularly for scientific workflows with distinct operational 

demands. 

2. Review Methodology 
To maintain scientific rigor and thoroughly cover energy 

and performance-aware scheduling in cloud computing, a 

systematic review methodology was used, adhering to 

recognized guidelines for conducting structured literature 

surveys. This section outlines the approach taken, including 

the databases consulted, keywords used, and criteria applied 

for selecting studies to include. 

To gather a comprehensive range of peer-reviewed 

studies and relevant sources, we searched multiple high-

impact databases, including “IEEE Xplore”, “ScienceDirect”, 

“SpringerLink”, “Wiley Online Library”, and “Google 

Scholar” (for additional coverage). These databases were 

selected for their extensive collections of computer science 

and engineering journals, with a strong focus on cloud 

computing and related technologies. 

Used a combination of keywords and phrases to conduct 

a thorough search for relevant studies. The main search terms 

included: 

 Cloud Computing Task Scheduling. 

 Energy-aware Scheduling Algorithms. 

 Performance Optimization in Cloud Computing. 

 Heterogeneous Computing Environments in Cloud. 

 Real-time Scheduling in the Cloud. 

 Dynamic Resource Allocation Cloud. 

 AI-driven Scheduling in Cloud Computing. 

 Sustainable Cloud Data Centres. 

 

Boolean operators (AND, OR) were applied to combine 

these keywords, allowing us to adjust the breadth or specificity 

of search results as needed. 

Studies were chosen based on criteria designed to ensure 

relevance and focus, including: 

 Publications from the last ten years to reflect current 

technologies and methodologies. 
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 Peer-reviewed articles, conference papers, and reputable 

surveys centred on energy-efficient or performance-

focused scheduling algorithms in cloud computing. 

 Studies covering both homogeneous and heterogeneous 

cloud environments and those discussing real-time 

scheduling or fault tolerance. 

 

The selected studies were categorized based on their 

focus areas, including energy-aware scheduling, performance-

driven scheduling, and adaptive scheduling within 

heterogeneous environments. An in-depth analysis was 

performed to uncover recurring trends, technological gaps, 

and opportunities for future research. A comparative analysis 

table was also developed to showcase various scheduling 

approaches' methodologies, limitations, and performance 

outcomes, offering a structured summary of the findings. 

 

3. Energy Aware Scheduling Algorithms 
The authors offer a scheduling technique for a workflow 

scheduling issue under time constraints and geographically 

dispersed data that minimises power consumption [8]. In 

addition, the authors discuss methods for arranging workflow 

applications, setting priorities, and prioritising work. 

Experimental findings show that the suggested method is 

superior to competing algorithms. The paper stresses the need 

to minimise energy use throughout the workflow scheduling 

process due to the rising power usage of cloud data centres. 

For the issue of cloud data centre energy usage, [9] suggested 

a novel model for processing applications effectively and a 

scheduling method based on Particle Swarm Optimisation 

(PSO) that minimises cost and execution time by taking delay 

into account. In contrast, a linear programming-based resource 

allocation approach was described in [10] for effectively 

computing high-quality solutions that minimise energy and 

make-span concurrently. The proposed approach attempts to 

find a suitable compromise amongst resource conservation 

and productivity. Workflow execution on a DVFS-enabled 

cloud is presented, together with the Smart Energy and 

Reliability Aware Scheduling algorithm (SERAS) [11]. This 

approach’s goal is to minimise power usage without 

compromising on dependability or completion time. This 

research emphasises the significance of energy usage in a 

green cloud setting and the use of the DVFS approach in this 

regard. The authors suggested a two-stage technique that uses 

less power and finishes faster. Algorithmically, the graph of 

tasks with precedence constraints is duplicated and clustered 

so that they may be scheduled on data centre processors using 

DVFS [12]. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Distributed resource management scheme [18]
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The work presents a “combinatorial auction-based” 

solution for the resource allocation issue that takes energy 

efficiency into account. The suggested approach lets cloud 

users place bids on the virtual resources they need by utilising 

a bidding language that lets them specify the 

complementarities and substitutabilities among the resources 

they are competing on [13].  
 

The model employs an optimisation problem to identify 

the most profitable set of winning bids and the related 

allocation of virtual resources to users, considering the 

deployment of virtual resources relative to cloud physical 

resources. This research used CPU power utilisation models 

to allocate virtual machines to optimise server utilisation and 

minimise energy consumption. Dynamic virtual machine 

consolidation reduces infrastructure power usage while 

preserving SLAs [14-16]. Work in [17] proposes a VM 

placement architecture that minimises power usage, maintains 

service quality, and adheres to performance and security 

targets. 
 

This paper discusses the difficulties of optimising cloud 

computing for energy efficiency, dependability, and 

affordability in the context of scientific processes. The authors 

provide a system to facilitate these aims, together with the 

optimisation of costs, fault tolerance, and operational 

efficiency [18]. They stress the need for dispersed resource 

management and service quality improvement to meet these 

difficulties. The energy-aware method is depicted in Figure 2, 

which entails characteristics such as dynamic LAN, VM, and 

data storage switching. [19] proposes dividing the scope of the 

rational process in accordance with available resources to 

reduce workflow and resource costs. Designing and building 

an accurate model is challenging because of the need for 

failure data to achieve a certain goal and because companies 

are reluctant to disclose failure data because of privacy 

concerns. 
 

In [20], an NSGA-III-based multi-objective workflow 

scheduling optimisation framework was presented to consider 

the importance of data transportation in determining the 

efficiency and sustainability of network equipment in cloud 

data centres. Using extreme solutions in population 

initialization, the proposed technique improves solution 

quality. Popular scientific procedures are chosen to serve as 

testbeds. The goals pursued by each of these works also allow 

us to differentiate between them. The most researched primary 

goals are decreasing the make-span/execution time, energy 

utilization, and the execution cost of the scientific workflows. 

Multiple permutations of these goals are of particular interest. 

As can be shown in Figure 3, the primary goals of the relevant 

literature are make-span, cost, and energy. Nearly all of the 

connected works employ the cloud simulation tool, as seen in 

Figure 4 consumption, the efficiency of the programme 

consumption, and the efficiency of the programme. It may be 

divided into headed subsections if several methods are 

described. The article proposes a simple task. 

 
Fig. 3 Research objectives in the past years 

 

 
Fig. 4 Simulation tools used 

 

4. Performance-Aware Scheduling Techniques  
        Scientific computing spans many different fields of 

study, such as high-energy physics, molecular dynamics 

simulations, and climate modelling. Large amounts of 

memory, storage capacity, and the ability to coordinate several 

tasks are general requirements of such applications. These 

specialised scientific tasks may not best fit traditional 

scheduling methods and heuristics built for general-purpose 

workloads. Scheduling scientific workloads on the cloud 

while keeping performance goals in mind is an acute issue that 

must be solved. Possible metrics to track include task 

completion time, resource use, and energy computing 

environments [21]. The resource selection process in a 

cloud/edge arrangement may be completed with minimal extra 

effort using the suggested framework based on Reliable Server 

Pooling (RSerPool), shown in Figure 5. The article explains 

how offloading work to the cloud and edge might boost 

application performance, considering the rising popularity of 

mobile devices. The availability of resources and the nature of 

the workload are the primary considerations when deciding 

whether to offload work from mobile nodes to edge or even 

multi-cloud resources. 
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Table 1. Comparative analysis 

 

To dynamically join or leave a pool, Pool Elements (Pes) 

utilise the “Aggregate Server Access Protocol” (ASAP) to 

communicate with a pool register in their area of operation 

[22]. The paper discusses about an energy-efficient offloading 

strategy for IoT applications in a “Fog-Cloud environment”. 

The strategy uses a Firefly algorithm to obtain an optimal 

computing device depending on energy utilization, execution 

time, and QoS parameters. The study argues that cloud and 

Fog computing must cooperate to create a long-term IoT 

architecture. Given the wide variety of IoT applications and 

the need for powerful computing units, task offloading 

presents a difficult challenge in a Fog-Cloud setting [23]. 

 

 
 Fig. 5 Pool architecture 

 

Edge computing is discussed as a solution for the 

instantaneous processing of tasks locally and the difficulties 

of managing the large amounts of data created by IoT devices. 

Authors propose a method called Priority aware Task 

arranging (PaTS) to unload data from edge and cloud servers 

by arranging jobs based on their priority [24]. The efficiency 

of the presented technique, which is conceptualised as a multi-

objective function, is evaluated using the bio-inspired NSGA-

2. 

 

Using Density-based spatial clustering, this research 

proposes a task scheduling technique for cloud computing, 

optimising resource utilisation and minimising duplication of 

effort [25]. The method's goal is to speed up the beginning, 

middle, and end of user-initiated actions. The suggested model 

improves upon prior art Ant Colony Optimization (ACO) and 

PSO algorithms by a margin of 13% in terms of execution time 

and 49% in terms of both average start time and average finish 

time.  

 

The algorithm's goal is optimal throughput and efficiency. 

A multi-objective scheduling approach was presented for 

scheduling tasks on cloud infrastructure by the authors of [26]. 

The model was conceptualised from observing how squirrels 

navigate their environment in quest of food.  

 

Performance criteria such as energy consumption, cost, 

and utilisation are used to evaluate the proposed model against 

a Bat inspired model, PSO, and a hybrid genetic algorithm. As 

Paper Objective Method Tools Constraints Remarks 

[8] Energy Aware. Adaptive local search. Cloud-sim. Deadline. Geo-distributed data. 

[9] Energy Aware. 
Particle-Swarm 

Optimization. 
Cloud-sim. Deadline. 

Resource-allocation 

model. 

[10] Energy Aware. 
Linear Programming 

Technique. 

Amazon 

EC2. 
Budget. 

Resource allocation 

algorithm. 

[11] Energy Aware. DVFS technique. Cloud-sim. - Workflow Execution. 

[12] Energy Aware. DVFS technique. Cloud-sim. Deadline. 
Parallel Task-based 

applications. 

[13] Energy Aware. 
Combinatorial auction-

based model. 

Amazon 

EC2. 
Deadline. Green Cloud. 

[14] Energy Aware. 
Modified Best Fit 

Decreasing. 
Cloud-sim. - 

Resource-allocation 

model. 

[15] 

Energy 

Performance 

Trade-off. 

Heuristic-Based 

Approach, fast best-fit 

Decreasing. 

- Deadline. VM Consolidation. 

[16] Energy Aware. 
Multiple-linear 

regression model. 

Amazon 

EC2. 
- 

Dynamic provisioning of 

resources. 

[18] Energy & Cost. 

Adaptive-Cloud 

Resource Re-

Configurability. 

Matlab. - Workflow scheduling. 

[20] Energy & Cost. 
Multilevel-Dependent 

Node Clustering. 

Amazon 

EC2. 
Deadline. 

Multi-objective. 

scheduling. 
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the number of jobs rises, the suggested model outperforms 

state-of-the-art approaches in regard to energy efficiency and 

cloud performance.  

 

In this paper, the authors provide a hybrid paradigm for 

scheduling cloud-based tasks [27]. The model is built on both 

neural networks and meta-heuristics. Using performance 

measurements, the model determines the best way to distribute 

work among cloud resources. When compared to current 

meta-heuristic methods, the suggested DE-ANN methodology 

performs better.  

 

Two setup scenarios are used to assess performance: one 

with five virtual machines and another with ten virtual 

machines and a range of 1000 to 4500 tasks. Mahmoud et al. 

have stressed the potential of ML techniques for multi-

objective task scheduling in the cloud. Applications that need 

low system overhead and power consumption, such as those 

that use cloud computing, may benefit from the proposed 

hybrid algorithm's potential to construct efficient work 

schedules that maximise many objectives concurrently [28]. 

 

The paper discusses a technique for scheduling tasks in 

edge computing settings that takes cache storage into 

consideration [29]. To maximise caching value while 

minimising cache replacement penalty, the suggested 

technique first derives an integrated utility function before 

moving on to a cache locality-based task scheduling approach 

modelled as a weighted bipartite network. However, the 

proposed algorithms beat the best-existing baseline methods 

while maintaining polynomial time complexity in all these 

areas: cache hit ratio, data locality, data transmission time, 

task response time, and energy consumption costs. By running 

some applications on edge servers, edge computing can lower 

both latency and energy costs.  

 

Within the context of Mobile-Edge Computing (MEC) 

networks, this article discusses a suggested collaborative joint 

caching and processing technique for on-demand video 

streaming. By strategically caching different bitrate versions 

of videos and taking into account transcoding relationships 

among different versions, the plan aims to enhance the current 

Adaptive Bitrate (ABR) streaming technology. Results from 

many simulations show that the suggested method 

significantly outperforms the state-of-the-art approaches in 

cache hit ratio, backhaul traffic, and first-access time [30].  

 

The paper delves into how cloud-based video distribution 

systems might better optimise data-intensive applications. 

High data availability at a cheap storage cost is the goal of the 

new cloud file system CAROM proposed by the authors. The 

suggested method utilises a tripartite graph and a k-list 

algorithm as an approximation technique to define the 

interconnections between tasks, computation nodes, and data 

nodes. The suggested approach outperforms the standard two-

layer algorithm in simulations [31]. The paper discusses an 

algorithm for efficient resource management in cloud data 

centres that takes memory into consideration. This solution 

provides a memory priority cloud task mapping rule that 

considers the cloud job's CPU and memory characteristics to 

decrease C cloud customers' prices and data centre energy 

usage.  

 

Green cloud computing and energy efficiency in the cloud 

are discussed, emphasising the former [32]. Using the 

combined power of many data centres, the study details how 

to carry out data-intensive scientific activities in the cloud. 

The authors provide a solution for cache-aware scheduling of 

scientific workflows in a multisite cloud by utilising a 

distributed and parallel architecture and novel approaches for 

adaptive caching, cache site selection, and dynamic workflow 

scheduling. The experimental assessment demonstrates that 

the suggested technique may significantly improve 

performance, decreasing total time by up to 42% while using 

60% of the original input data [33]. 

 

4.1. Challenges Faced in Task Scheduling     
Cloud data centres are naturally diverse, featuring a range 

of configurations in hardware, operating systems, and 

virtualized resources. This variation makes task scheduling 

more complex, as algorithms must adjust to resource 

capabilities, energy efficiency, and workload management 

differences. This section will explore how diverse hardware 

affects the balance between energy consumption and 

performance, particularly in multi-cloud or hybrid 

environments. 

Many applications depend on real-time processing, 

requiring tasks to be executed instantly with minimal delay. 

Balancing energy efficiency under such tight timing demands 

is challenging, as real-time applications need swift resource 

allocation, which can increase energy use to prevent delays. I 

will explain how task scheduling solutions can meet real-time 

requirements while still supporting energy-saving goals. 

Cloud environments experience continuous fluctuations 

in workload demand, requiring adaptive scheduling strategies 

to respond to real-time changing resource needs. This 

variability often results in either underutilized or overused 

resources, making it challenging to sustain optimal energy 

efficiency. Section 3 examines how these dynamic conditions 

complicate efficient resource allocation and proposes adaptive 

approaches to help balance energy use with performance 

demands.  

Maintaining reliable service while reducing energy 

consumption is further complicated by the need for fault 

tolerance. Many fault tolerance mechanisms require extra 

resources, which can raise energy overhead. This section will 

explore common methods for achieving fault tolerance in 

cloud computing and examine their impact on energy-efficient 

scheduling strategies. 
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Table 2. Comparative analysis 

 

5. Combined Energy and Performance-Aware 

Scheduling Techniques 
        The article discusses a bi-objective method for 

optimising cloud data centre performance and energy 

consumption. The technique is tested with an actual cloud 

dataset, and its performance is optimised through evolutionary 

multi-objective optimisation based on system performance 

counters. The essay stresses the need to maintain QoS in smart 

city services and applications [34]. The paper discusses the 

Harmony-Inspired Genetic Algorithm (HIGA), a novel hybrid 

metaheuristic system for scheduling tasks in cloud data centres 

in a way that minimises energy use. The technique utilises 

both the genetic algorithm's exploration capabilities and the 

harmony search's exploitation capabilities to rapidly converge 

on globally optimum solutions. The primary objectives are 

reducing the makespan, the amount of processing energy used, 

the resources required, and the execution overhead. The 

simulation results suggest that HIGA can reduce energy 

consumption by up to 33%, boost application performance by 

up to 47%, and reduce execution overhead by up to 39% [35]. 

The authors discuss a trust-aware, multi-objective, task-

scheduling algorithm for the cloud that makes use of whale 

optimisation. The algorithm considers trust criteria, including 

availability, success rate, and turnaround efficiency, while it 

works to reduce makespan and energy usage. The simulation 

findings demonstrate dramatic gains over prior metaheuristic 

methods. 

 

Maintaining quality of service and trust between cloud 

users and service providers is a key focus of this essay, 

highlighting the need for efficient scheduling in cloud 

computing [36, 37]. To better allocate virtual machines to 

physical computers in cloud data centres and cut down on 

energy usage and resource utilisation, the paper describes a 

hybrid optimisation technique named FHCS. The technique is 

tested with Cloud-Sim simulation and is a hybrid of the Fruit 

Fly Optimisation and Cuckoo Search algorithms [38]. The 

article offers a cloud-based task-scheduling algorithm that 

uses best-worst and TOPSIS multi-criteria decision-making to 

reduce power consumption without sacrificing users' quality-

of-service requirements. The algorithm has five steps: user 

task submission, establishing assessment criteria, ranking 

tasks, giving important weights, and a dispatcher that 

maximises energy efficiency. Several benchmarks are used to 

Paper Objective Method Tools Constraints Remarks 

[21] 
Task 

Scheduling. 
ReliableServer Pooling. 

RSPSIM 

simulation model. 
Resource utilization. 

The RSerPool framework 

may function 

satisfactorily in a cloud 

environment. 

[23] 
Task 

Offloading. 
Firefly algorithm. - Execution Time. 

Multi-optimization 

strategy. 

[25] 
Task 

Scheduling. 

Density-based spatial 

clustering. 
Cloud-sim. Execution Time. 

The performance of the 

method can be enhanced 

by combining it with a 

machine learning 

algorithm. 

[26] 
Task 

Scheduling. 

Chaotic squirrel search 

algorithm. 
Cloud-sim. QoS. 

Multi-optimization 

strategy. 

[27] 
Task 

Scheduling. 
Differential Evolution. - Resource utilization. 

Task distribution among 

many virtual machines. 

[29] 
Memory 

Aware. 

Weighted bipartite 

graph. 
- Cache Allocation. 

Data is cached in pieces 

at the most efficient edge 

servers. 

[32] 
Memory 

Aware. 
Male algorithm. Cloud-sim. Resource Utilization. 

The technique uses a 

mechanism for mapping 

memory priorities onto 

cloud tasks to speed up 

routine operations. 

[33] 
Memory 

Aware. 

Distributed and parallel 

architecture. 

Open-Alea 

workflow system. 
Cache Allocation. 

Workflow scheduling 

and interim data caching. 
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compare the proposed methodology to others; the results 

demonstrate that the suggested method efficiently decreases 

makespan and energy consumption while increasing VM 

utilisation.  Table 3 compares various bi-objective approaches. 

 

6. Case Study Examples  
6.1. Energy-aware Resource Provisioning using DVFS 

Technique 

As the importance of energy efficiency in data centre 

management has grown, new methods have emerged to 

maximise efficiency while cutting power usage. DVFS is one 

such method that has received a lot of interest. DVFS is a 

technique for saving energy that modifies a CPU's voltage and 

frequency in response to its current task. A processor's ability 

to dynamically adjust these settings allows it to optimise its 

performance and energy consumption for the running task. 

Using the DVFS method, the authors propose a method known 

as “multi-agent deep Q-network” with “coral reefs 

optimisation” (MDQ-CR), which is a blend of Coral Reefs 

Optimisation algorithm (CRO) and multi-agent deep Q-

network. The learning agents are guided to the global 

optimum solution with the help of the Markov game model 
[40]. Recent bio-inspired optimisation algorithms like the 

CRO algorithm are useful in various contexts, including 

cloud-based resource management [41]. The algorithm has a 

good convergence rate and speed, and it was inspired by the 

coral reef ecosystem in the ocean. The CRO algorithm's 

flowchart is seen in Figure 6. Due to its learning-based model 

and parallelization, the disclosed method meets these 

objectives with outstanding precision. Overhead time due to 

selecting an insufficient number of parallel agents is a 

drawback of the suggested approach. Since the Markov game 

model converges parallel agents, allocating resources to more 

than one threshold takes more time.  

 

6.2. Scientific Workload Scheduling Using Resource 

Allocation Technique 

         The authors provide a method for effectively allocating  

resources while planning scientific workload in the cloud [42]. 

To satisfy the timeliness requirements of workload tasks while 

making optimal use of cache resources, the authors suggest an 

Efficient Resource Utilisation (ERU) model. Execution time, 

power usage, and energy usage are all reduced when using the 

ERU model to run scientific workflows on a heterogeneous 

cloud environment, compared to the conventional way of 

resource management. The essay stresses the significance of 

effective resource scheduling and the difficulties of 

controlling power consumption in multicore devices. The Last 

Level Cache (LLC) failure rate is kept to a minimum in a 

shared caching environment because of the ERU's clever 

architecture. To alleviate LLC failures and satisfy the cache 

restriction, VM migration is performed in this case. The “short 

ribonucleic acid” (sRNA) Identification Procedure Utilising 

High-Throughput Technology (SIPHT) in a scientific process 

is used to validate the high efficiency and low energy 

consumption of the presented cache-aware resource energy 

use. A cache-aware efficient resource utilisation scientific 

workflow scheduling approach is developed to guarantee low 

energy consumption, good model performance, and optimal 

resource scheduling while employing heterogeneous multi-

core architectures. This method improves the model's speed 

and efficiency. A summary of scheduling algorithms in cloud 

computing is discussed in Table 4.  

 

 
Table 3. Comparative Analysis of the bi-objective Approach 

 

 

 

 

Paper Methodology Tools Constraints Remarks 

[34] 

Evolutionary algorithm, 

Modified Worst Fit 

Decreasing. 

Cloud-sim. 

Energy consumption 

and mean execution 

time. 

Performance & Energy 

Optimization. 

[35] 
Harmony-inspired genetic 

algorithm. 
Cloud-sim. 

Energy consumption 

and mean execution 

time. 

Maximising performance and 

efficiency with minimal resources. 

 

[36] Whale optimization. Cloud-sim. 
Energy-consumption, 

Turnaround efficiency. 

Scheduler that considers workloads, 

virtual machines, and the allocation 

of available virtual resources. 

[39] 

Technique for Order 

Preference by Similarity to 

Ideal Solution. 

Cloud-sim. 
Service-level 

agreement. 

TOPSIS takes the weighted criteria 

as inputs to rate and rank the quality 

of each feasible choice. 
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Fig. 6 CRO algorithm flowchart [41]
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7. Conclusion 
The objective of the study was to undertake a systematic 

literature review on the critical issue of scheduling tasks in 

cloud computing infrastructures in a way that maximises 

efficiency while also optimising performance. The need for 

effective task scheduling strategies to optimise resource 

utilisation, minimise energy consumption, and boost overall 

system performance has increased as cloud services have 

become more widely used and data demands have grown 

exponentially. Through a systematic analysis of different task 

scheduling algorithms and methods, this survey shows the 

different ways researchers and practitioners have tried to deal 

with the problems caused by different kinds of resources, 

changing workloads and different needs for performance in 

cloud environments. The surveyed literature encompasses a 

wide array of techniques, ranging from traditional heuristic-

based algorithms to sophisticated machine-learning-based 

approaches. The primary findings from this review reveal that, 

while classical algorithms are still effective in some contexts, 

machine learning approaches have shown a lot of promise in 

dealing with complicated scheduling challenges. Energy 

economy and system performance improvements have 

resulted from smarter, more adaptable scheduling decisions 

made possible by using artificial intelligence and data-driven 

models. In addition, the article pointed out a number of open 

research difficulties in this area, including dealing with 

massive amounts of data, being mindful of privacy and 

security issues, and developing scheduling techniques that can 

accommodate fluctuating workloads. Resolving these issues is 

essential to the continued success of cloud computing because 

it will spur innovation in energy and performance-aware task 

scheduling. 
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