
SSRG International Journal of Electronics and Communication Engineering                                             Volume 12 Issue 6, 65-89, June 2025 

ISSN: 2348-8549/ https://doi.org/10.14445/23488549/IJECE-V12I6P106                                                         © 2025 Seventh Sense Research Group®           

   

 This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 

Original Article 

Segmented Fractional Wavelet Filter Based Low Memory 

Hyperspectral Image Coding Algorithm for Wireless 

Multimedia Sensor Networks 

Rajesh1, Shrish Bajpai2, Naimur Rahman Kidwai3 

 
1,2,3Electronics & Communication Engineering Department, Faculty of Engineering & Information Technology,  

Integral University, Lucknow, Uttar Pradesh, India. 

 
2Corresponding Author : shrishbajpai@gmail.com 

 

Received: 03 April 2025 Revised: 05 May 2025 Accepted: 06 June 2025 Published: 27 June 2025 
 

Abstract - Recently, the rapid development of transform-based coding has improved the performance of hyperspectral image 

sensors. Each hyperspectral image has a size of more than a hundred MB, which needs to be compressed before the 

transmission to save the data transmission bandwidth, reduce the sensor complexity, increase the sensor performance, and 

lower the energy consumption. This work proposed a novel lossy hyperspectral image compression algorithm, which has 

high coding efficiency, decreases coding complexity and reduces overall memory (coding and transform) demand. The 

Segmented Fractional Wavelet Filter (SFrWF) is a low-memory mathematical transform approach to compute the transform 

coefficient of the hyperspectral image. The Low Complexity Zero Memory Set Partitioned Embedded bloCK (LC-ZM-

SPECK) is employed to code coefficients of the transform hyperspectral image, which is applied on a frame-by-frame basis. 

The simulation result shows that the proposed compression algorithm is faster than other state-of-the-art compression 

algorithms, making it an appropriate choice for low hardware resource hyperspectral image sensors. 

Keywords - Sensor performance, Transform memory, Transform coding, Hyperspectral image compression, Set partitioned 

algorithm. 

1. Introduction  
A HyperSpectral (HS) image includes a hundred to 

thousands of frequency frames with rich spectral and spatial 

information for a single scene [1-2].  Because the HS image 

contains hundreds of pieces of reflection information at 

various frequencies for each pixel [3], it is well suited for a 

wide variety of practical applications such as agriculture 

production (crops variability) [4], archaeological analyses 

[5], biomedicine [6], cultural heritage [7], disaster 

prediction & assessment [8], food quality assessment [9], 

forestry (vegetation coverage) [10], forensic research [11], 

map revision (land mapping) [12], maritime resources 

management [13], medical diagnosis [14], meteorological 

forecasting [15], military target detection [16], mining 

(identification of minerals) [17], oil & gas exploration [18], 

pharmaceutics [19], urban planning [20], verification of 

documents [21], water quality analysis [22] etc. Besides the 

mentioned applications, remote sensing (earth observation) 

is one of the growing applications of HS images where the 

researchers develop the computer-based algorithm 

associated with the HS image classification [23], HS image 

compression [24], HS image change detection [25], HS 

image feature extraction [26], HS image object detection 

[27], HS image segmentation [28], target identification [29], 

denoising [30] etc. 

Unlike color images that record R, G and B channels 

per pixel, hyperspectral images record hundreds of channels 

per pixel, representing pixel’s spectra [31]. This would 

imply that HS images demand storage space that is two 

orders of magnitude greater than required to store colour or 

multispectral images of a comparable size [32]. Thus, an 

efficient algorithm for capturing, storing, transmitting, and 

analyzing HS images is required [33]. 

The large redundant information in HS image data must 

be removed to achieve a satisfactory HS image compression 

performance. A very high spectral correlation exists 

between the nearby (adjacent) frequency frames, while the 

spatial correlation presents between the neighbourhood 

pixels in the same frequency frame [34, 35]. These 

correlations are exploited by the HyperSpectral Image 

Compression Algorithm (HSICA) to reduce the redundancy 

in HS images [36]. The main objective of any compression 

algorithm is to reduce the image data for the reconstruction 

of the HS image after the compression process and improve 
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the image sensor's performance by reducing the processing 

time and power computation [37, 38]. The low complexity 

of the compression algorithm requires minimum data 

processing time and power computation [39].  

In the subsequent sections, Section 2 presents a 

literature review by other researchers on the different 

compression algorithms for HS images. At the same time, 

related work is covered in the next section of the 

manuscript. The proposed HSICA is covered in detail with 

the associated pseudocode and flow figure (section 4). The 

experimental result and comparative study with state of art 

HSICA are covered in Section 5. Finally, Section 6 entails 

the concluding remarks of this work. 

2. Literature Review  
In the past two decades, many Hyperspectral Image 

Compression Algorithm (HSICA) have been proposed. 

They are broadly classified by the way the compression 

algorithm operates (predictive coding, vector quantization-

based coding, transform coding, compressive sensing, 

tensor decomposition, leaning-based coding or hybrid 

coding algorithms) or based on data loss (lossless, lossy and 

near-lossless) [36]. 

The lossy, lossless or near-lossless compression algorithm is 

split based on the compression ratio or by the loss of the 

data [40]. The Compression Ratio (CR) is the original HS 

image's size compared to the reconstructed HS image [41]. 

In the lossless HS image compression, there is no image 

data loss, and the reconstructed HS image is similar to the 

original HS image. The value of CR is very low and almost 

near one to three [42]. The near-lossless HS image 

compression has caused the loss of some HS image data, but 

the reconstruction of the HS image is almost similar to the 

original HS image. Such HS image degradations are nearly 

invisible to human observers. These compression algorithms 

have a slightly higher CR than lossless HS image 

compression algorithms [43]. Lossy HS image compression 

algorithms have a loss of significant HS image data, but it 

has high CR [44]. The CR of these compression algorithms 

is related to the bit rates [45]. 

The Predictive Coding (PC) [49], Vector Quantization 

(VQ) based coding [47], Transform Coding (TC) [48], 

Compressive Sensing (CS) based coding [49], Tensor 

Decomposition (TD) based coding [50], Leaning based 

Coding (LC) [51] or Hybrid Coding (HC) algorithms [52] 

are classified based on the coding process of the 

compression [53].  

In predictive coding, HSICA calculates the prediction 

error through the predictor. This predictor exploits the 

spectral correlation between the continuous frequency 

frames [57]. These HSICAs are data-dependable and 

perform only lossless HS image compression. Variable 

Length Coding (VLC) and Lookup Tables (LUT) are the 

major predictive coding-based HSICAs [46]. 

The VQ-based HSICA uses a coding book to achieve 

compression of the HS image. This codebook is present at 

the decoder and encoder end. The codebook differs in the 

compression of every HS image. HS image is partitioned 

into small blocks, and a specific code or symbol is given to 

the block throughout the training process. The HS image is 

reconstructed with the help of the codebook [47]. 

Compression of HS image through the CS-based coding 

algorithm is achieved in the three steps. The encoder of 

HSICA sensed the HS image and changed the 3D HS image 

into a small 2D data matrix. Again, the 2D data matrix is 

covered in a small data matrix. This small data matrix is 

transmitted to the communication channel. This process is 

repeated till the entire HS image gets transmitted. The 

decoder reconstructs the HS image when all the HS image 

data is received from the encoder end [49]. 

The TD-based HSICA uses a tensor (3D matrix) to 

decompose the HS image into small dimensions. These 

tensors of smaller dimensions are encoded, and their 

transmission is carried out through the channel [50]. 

The deep learning and machine learning methods are 

used in the LC-based HSICA. These compression 

algorithms also use the neural network (convolutional, 

recurrent, autoencoder, feedforward, multilayer perceptron) 

[54]. It has high coding efficiency with moderate CR. These 

HSICA have very high coding complexity and coding 

memory requirements. It also requires the other hardware 

resources [51].  

The hybrid coding compression algorithms combine 

two or three techniques to achieve compression. Neural 

networks with predictive coding and neural networks with 

transform coding are the major combinations frequently 

used to design the HSICA [52]. 

The Transform Coding (TC) based HSICA uses 

mathematical transform (Wavelet, Curvelet, Fourier, 

Cosine, Shearlet) to convert the HS image to the frequency 

domain [55-59]. The energy is packed into a few 

coefficients through this transforming process (works as a 

decorrelator). These compression algorithms can work for 

lossless and lossy compression and have high CR [39]. The 

mathematical transform converts the correlation frequency 

frames into the energy-concentrated uncorrelated transform 

coefficients. Although high computed transform is complex, 

the associated coding algorithm is highly efficient and low 

complex. For the compression of HS images, many types of 

mathematical transform are used in a different working 

fashion, which depends upon the requirement of the 
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application [40]. The 3D dyadic wavelet transform has good 

energy clustering in the space and time domain [60, 61]. 

Many other derived mathematical transforms, such as the 

lapped transform [62], are also used to achieve the 

compression of HS images. 3D-Set Partitioning Embedded 

Block (3D-SPECK) [63], 3D-Listless SPECK (3D-LSK) 

[64], 3D-Set Partitioning In Hierarchical Trees (3D-SPIHT) 

[65], 3D-No List SPIHT (3D-NLS) [66], 3D-Wavelet Based 

Tree Coding (3D-WBTC) [67], 3D-Low Memory Block 

Tree Coding Algorithm (3D-LMBTC) [68], 3D-Zero 

Memory Set Partitioning Embedded Block (3D-ZM-

SPECK) [69], Fractional Wavelet Filter based Zero Memory 

Set Partitioning Embedded Block [70], 3D-Listless 

Embedded Zerotree Set Partitioning Coding (3D-LEZSPC) 

[56], 3D-Block Partitioning Embedded Coding (3D-BPEC) 

[40] are the famous transform based HSICAs. 

Recently, a fractional wavelet filter was used to exploit 

the spatial decorrelation of HS images, while spectral 

decorrelation was removed by the prediction methodology 

[70-72]. It has been observed that with the use of a 2D 

fractional wavelet filter with 2D (2D-ZM-SPECK) [45], the 

coding efficiency of the compression algorithm increases 

with low coding memory and coding complexity. However, 

this compression algorithm has moderate transform 

memory, which is reduced by the use of SFrWF, and the 

complexity of the compression algorithm is reduced by 

storing the most significant coefficient of each subband for 

every frequency frame in the buffer memory [73, 74]. 

Through this buffer memory, the complexity of the 

proposed HSICA is reduced significantly compared to that 

of FrWF-based HSICA [75]. 

3. Related Work 
The associated wavelet filter is covered in the first phase 

of this section, followed by linear indexing and the last in-

depth description of the 2D-LC-ZM-SPECK [76]. 

3.1. Segmented Fractional Wavelet Filter (SFrWF) 

The transformation of 3D images (hyperspectral image, 

magnetic resonance imaging, etc.) is a complex process that 

generates many terraform image data. It also has high 

complexity, depending on the image data [39, 76]. Because 

the 3D-DWT is applied directly to the complete HS image, 

the traditional technique of calculating the wavelet 

coefficients of HS images requires a massive memory [77]. 

The requirement of memory escalates rapidly with the high 

dimension HS image or level of wavelet transform. [67]. 

However, onboard HS image sensors suffer from low 

hardware resources [56]. Many other ways of wavelet 

transformation have been proposed to lower the coding 

complexity. The lifting approach to calculating the wavelet 

transform has been proposed, which is less complex and 

generates almost the same type of transform coefficients. 

Dyadic wavelet transform and integral wavelet transform 

had slightly higher complexity, but they had better energy 

compaction of the transform coefficients [68]. It has been 

known that an HS image is a combination of 2D frequency 

frames that are taken for a single scene [78]. Thus, they 

have a very high spectral correlation. 2D discrete wavelet 

transform (2D-DWT) has lower transform memory 

requirement and complexity, but they fail to remove the 

spectral correlation, reducing the coding efficiency [70, 79]. 

The same strategy has also been implemented for medical 

images [80]. However, using a predictor with 2D-DWT, the 

compression algorithm has a higher coding efficiency. 

Still, 2D-DWT has a high transform memory demand, 

making it an unsuitable candidate for onboard sensors [70]. 

To solve the above-mentioned issues, three different 

approaches have been made: the line-based approach [81], 

the block-based approach [82], and the stripe-based 

approach [83]. In order to reduce the demand for memory 

for the computation of wavelet coefficients, the line-based 

DWT implements the lifting algorithm [82]. Applying the 

DWT to individual blocks, as opposed to the complete 

image, is yet another method for decreasing the required 

memory [82]. The line-based wavelet transform coefficients 

are saved in strip buffers in the modified version of the line-

based discrete wavelet transform known as the strip-based 

discrete wavelet transform. This helps save memory [83]. 

The first two approaches have the exact transform memory 

requirement, but the last approach compresses high-

resolution images and videos [81-84]. Recently, the DWT 

has been computed using the Fractional Wavelet Filter 

(FrWF), which is implementable on low-cost sensor nodes 

and requires far less memory than the approaches before it 

[71]. Even though the FrWF alleviates the memory 

constraints of low-cost portable devices and sensor nodes 

for HS images, the memory needs of the FrWF are 

significantly higher than the amount of memory often 

accessible on sensor nodes [85]. 

The SFrWF is an advanced method to transform the 

pixels of an HS image with a low transform memory 

requirement. It computes the wavelet coefficients differently 

[75]. Instead of taking frequency frames of the HS image 

into the buffer memory line by line, the image lines are 

partitioned into small multiple segments, and these 

segments will go one by one in the buffer for the calculation 

of wavelet transform [73]. The overlap-add method is used 

to combine the individual segments into one. There are nine 

different buffers (one input buffer, four buffers for filter 

coefficients, and four immediate buffers) used to calculate 

the wavelet coefficients in the SFrWF.  Apart from these 

buffers, one more buffer is required to hold the convolution 

result [75]. The amount of memory that the SFrWF needs to 

operate is determined by the number of elements saved in 

the nine buffers and the size of each element [73]. Table 1 

covers the transform memory requirement by the different 

transform with the coding memory of associated HSICA.
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Table 1. Requirement of the memory required by the HS image coder when different types of wavelet transform and HSICAs are combined for 

encoding and decoding process 

HS Image Coder 

Transform Stage Coding Stage 
HS Image 

Resolution 
Required Memory 

Conventional 3D 

Wavelet Transform 
Any HSICA Any Resolution Conventional 3D Wavelet Transform 

Conventional 2D 

Wavelet Transform 

List Based HSICA 
Low Resolution Conventional 2D Wavelet Transform 

High Resolution List Based HSICA 

3D-LSK Any Resolution According to the compression algorithm 

2D-ZM-SPECK Any Resolution Conventional 2D Wavelet Transform 

 

3.2. Mathematical Transform Based Set Partition 

Hyperspectral Image Compression Algorithms (MT-SP-

HSICA) 
The MT-SP-HSICAs are a special compression 

algorithm that uses the set structure of transform HS image 

to achieve the compression. The mathematical transform 

exploits the correlation of the HS image and transforms the 

HS image into a few high-energy coefficients [36].  

 

The MT-SP-HSICAs have multiple noticeable advantages 

over the other HSICAs, which are as follows. 

 The MT-SP-HSICA starts from the most significant bit 

plane. Execution continues until the last bit plane is 

finished or the bit budget is fully consumed [34].   

 The MT-SP-HSICA works at any bit rate. The 

reconstruction process generates the HS image at a 

lower bit rate post-compression. [56].  

 The MT-SP-HSICA uses the set structure and partitions 

the transformed HS image into the partition rule 

(zeroblock cube, zero trees or zeroblock cube tree). 

With this, a single bit represents many insignificant 

coefficients [36]. 

 Since a single bit represents countless 

minor/inconsequential coefficients at low bit rates, 

these algorithms maintain strong compression 

performance [39].  

 The MT-SP-HSICA has a lower coding complexity 

than other types of HSICA [40]. 

 

According to the set partition rule, the MT-SP-HSICA 

can be classified into three subcategories: zeroblock cube, 

zero trees and zeroblock cube tree [34]. The zeroblock cube 

method partitioned the transformed HS image into 

connecting block cubes. In contrast, the zero tree method 

groups transform coefficients corresponding to the 

analogous location and form the Spatial Orientation Tree 

(SOT) [68]. The zeroblock cube tree method uses the best 

features of the zeroblock cube and zero trees. It then divided 

the HS image into connecting block cubes, and after that, it 

created block cube trees in a zero tree pattern with the roots 

in the uppermost sub-band [34]. 3D-SPECK [63]. 3D-LSK 

[64] and 3D-ZM-SPECK [73] belong to the zeroblock 

coding, while 3D-SPIHT [65] and 3D-NLS [66] belong to 

the zero tree coding. 3D-WBTC [67], 3D-LMBTC [68], and 

3D-LCBTC [34] belong to the zeroblock cube tree coding. 

3.3. Linear Indexing 

Linear indexing (Morton mapping or Z scan) converts a 

dimension transform matrix or three-dimensional transform 

matrix into a single-dimension array [70].  The HS image is 

converted into a 3D transform matrix using the wavelet 

transform, in which the sub-bands are grouped in a 

pyramidal shape. The sub-bands with a lower resolution can 

be found at the very top of the pyramid, while sub-bands 

with a higher resolution can be found closer to the base of 

the pyramid structure [39]. LLL sub-band is placed at the 

start of the 1D array [34]. 

3.4. 2D-Low Complexity Zero Memory Set Partitioned 

Embedded bloCK (2D-LC-ZM-SPECK) 

The 2D-LC-ZM-SPECK is a low complexity version of 

the 2D-ZM-SPECK. It follows the same partition rule as 

2D-SPECK [86] and 2D-LSK [87] and utilises the good 

features of linear coindexing of the transform coefficients. 

Through this, the proposed HSICA does not require lists, 

state tables, or markers to track the sets or coefficients. It 

has been noted that 2D-ZM-SPECK checks the significance 

of sets or coefficients for each bit plane. This increases the 

complexity of the compression algorithm. To reduce 

complexity, a maximum magnitude of each sub-band is 

saved in a buffer memory, which is used to test the 

significance of the sub-band. 

 

Let us assume the HS image is transformed frame by 

frame through the ‘L’ level segmented fractional wavelet 

filter. An additional buffer memory is named Mmem of 

[(3L+1) x γ] elements, each having eight bytes to store the 

highest value of the sub-band. The first transform level 

generates four sub-bands, one LL sub-band (approximation 

subband), while the other three sub-bands are considered 

detail sub-bands. For the next transform level, the LL sub-

band of the frequency frame is partitioned into four new 

sub-bands, and a new approximation sub-band is created. 

The detail sub-bands of the transform coefficients are 

grouped hierarchically in three different orientations, which 

are represented as LHω, HLω and HHω; ω = 1,2,3,……, L.  
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The initial sub-bands are arranged in the form of 

𝑆𝜙
𝜔 & 𝐼𝜔. The ith element of the γth frequency band is 

denoted as Mmem (i,γ) where Mmem (0,0) represents the LL 

sub-band of the first frequency frame while other sub-bands 

of the frequency frames are calculated as ‘i = [3(L – ω) + 

ϕ]’. It depends on the pyramidal position and orientation of 

sub-bands. Through the use of buffer memory, the 

computational complexity of the proposed HSICA is 

reduced significantly, reducing the sensor power 

consumption and requirement of the hardware resources. 

The encoding process of HSICA starts from the comparing 

values of first frequency frames of initial Mmem (0,0) and 

max [Mmem (i,0); i = 0,1,2,3,……….,3L+1] against the top 

bit plane. The first ‘S’ and ‘I’ set is defined as 𝑆0
𝐿 & 𝐼𝐿. If 

the ‘S’ set is significant to the ongoing threshold, it is quad-

partitioned into four new ‘S’ sets. If the ‘I’ set is significant 

against the current threshold, then it will be partitioned into 

three new ‘S’ sets and a new ‘I’ set as 

𝑆1
𝐿−1 , 𝑆2

𝐿−1, 𝑆3
𝐿−1  &  𝐼𝐿−1.  The buffer memory is now used 

to calculate the significance of the newly formed ‘S’ and ‘I’ 

sets. This process is repeated for the other transform HS 

image frequency frames and will continue when the last bit 

plane encoded or bit budget is available.  

The significance of ‘S’ {𝑆ϕ
𝜔} set and I {Iω} set is measured 

against the ongoing threshold is calculated with the Eq 1 & 

Eq 2. While the set produced by the significant ‘S” set 

partitioning is calculated as in Eq 3. 

  

Λ𝑛(𝑆𝜙
𝜔) =  {

0
1

𝑁𝑈𝐿𝐿
 

𝑖𝑓
𝑖𝑓

𝑖𝑓
 

Μ(i)
𝑖=3(𝐿−𝜔)+ 𝜙

<   𝜂

η  <     Μ(i)
                      𝑖=3(𝐿−𝜔)+ 𝜙

<   2𝜂

Μ(i)
𝑖=3(𝐿−𝜔)+ 𝜙

<   2𝜂

               (1) 

 

Λ𝑛(𝐼𝜔) =  {
0
1

𝑁𝑈𝐿𝐿
 

𝑖𝑓
𝑖𝑓

𝑖𝑓
 

Μ(i)
𝑖=3(𝐿−𝜔)+ 𝜙∶3𝐿

<   𝜂

η  <     Μ(i)
                      𝑖=3(𝐿−𝛼)+ 𝜙∶3𝐿

<   2𝜂

Μ(i)
𝑖=3(𝐿−𝛼)+ 𝜙∶3𝐿

<   2𝜂

 

 

              (2) 

Λ𝑛(𝑆) =  {
1
0

𝑁𝑈𝐿𝐿
 

𝑖𝑓
𝑖𝑓

𝑖𝑓
 

𝜂 ≤   max
𝑖 ∈𝑆

(|𝑆(𝑖)|)  <    2𝜂

max
𝑖 ∈𝑆

(|𝑆(𝑖)|)  <    𝜂

max
𝑖 ∈𝑆

(|𝑆(𝑖)|) >    2𝜂

               (3) 

 

This same process is followed by the other frequency 

frames before the compression algorithms' encoding starts. 

By combining the sorting pass with the refinement pass, 2D-

LC-ZM-SPECK does not employ the LSP. 

A brief description of the different state-of-the-art MT-

SP-HSICA for the compression of HS images is presented 

in Table 2.  

4. Encoding Process of Proposed Algorithm  
An unprocessed HS image (captured at the onboard 

sensor) is transferred to the frequency domain through a 2D 

SFrWF frame (L level) by frame. Through this process, the 

requirement of the transformed memory is reduced. A new 

Modified HS (MHS) image cube (the same size as the 

original HS image) is generated by gathering eight 

continuous frames. The first frequency frame is taken as it 

is, but the rest are taken differently. From the second frame 

the second frame of MHS differs between the second and 

first frames. This procedure is repeated for the remaining six 

frames of the slice of eight frames. For the generation, the 

rest of the frames in MHS are taken as a slice of eight 

continuous HS image frames and repeated until the last 

frame. The linear indexing scheme changes the MHS to the 

single-dimension array. Each frame of the MHS is encoded 

with the 2D-LC-ZM-SPECK. This process is repeated frame 

by frame (according to the bit plane) till the bit budget is 

obtainable. The associated pseudo code of proposed HSICA 

is covered in Table 3. The encoding procedure of the 

proposed HSICA is covered in Figure 1.  

 

Table 2. Brief review of the different MT-SP-HSICA for compression of HS images 

Set Partition 

Type 
MT-SP-HSICA Year Ref List/Listless 

Coding 

Memory 
Embeddedness 

Zero Block 

Cube 

3D-SPECK 2006 [63] List (2) Variable 
Yes 

3D-SPEZBC 2007 [91] List (2) Variable 
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3D-LSK 2010 [64] Listless Fixed 

3D-ZM-SPECK 2022 [69] Listless Zero 

3D-BCP-ZM-SPECK 2023 [37] Listless Fixed 

3D-M-ZM-SPECK 2023 [36] Listless Zero 

FrWF based ZMSPECK 2024 [70] Listless Zero 

3D-LBCSPC 2024 [90] Listless Fixed 

BFrWF based ZMSPECK 2025 [89] Listless Zero 

Zero Tree 

3D-SPIHT 2004 [65] List (3) Variable 

3D-NLS 2013 [66] Listless Fixed 

3D-LEZSPC 2023 [56] Listless Fixed 

3D-BPEC 2023 [92] Array (6) Variable 

3D-MELS 2023 [40] Listless Fixed 

3D-LMZC 2024 [88] Listless Fixed 

3D-SLS 2025 [93] List (1) Variable 

Zero Block 

Cube Tree 

3D-WBTC 2019 [67] List (3) Variable 

3D-LMBTC 2019 [68] Listless Fixed 

3D-M-WBTC 2019 [24] List (3) Variable 

3D-LCBTC 2022 [34] List (2) Fixed 

3D-LBCTC 2022 [39] Listless Fixed 

 
Table 3. Pseudocode for the encoder procedure of compression 

algorithm (proposed) 
 

Input: HS image having the dimension of α, β (spatial) and γ (spectral). 

            The HS image of transform frame by frame by the Segmented Fractional Wavelet Filter 

Output: Output bit stream from the encoder of the HSICA 

Generation of Modified HS (MHS) Image 

 for δ = 0 : γ-1 

 { 

  if(rem(δ,8)) = = 0 

  { 

   MHS(δ) = HS(δ) 

   else 

    MHS(δ) = [HS(δ) – HS(δ-1)] 

  }     

 }      

       

Initialization  

 Convert the 3D-MHS to 1D array ′Υ′ through Morton mapping 

 The significance function to determine the current significance of the ‘S’ & ‘I’ sets is defined as ‘Λ’ and 

calculated through the Eq 1 & Eq 2 

 Set: Number of elements in the array 𝜆 = 𝑙𝑒𝑛𝑔𝑡ℎ |Υ| 
 Set: Total bit planes in MHS image 𝑛 =  log2[max (Υ)] 
 Set:  Initial Threshold of the linear array 𝜂 =  2𝑛 

 Set: Initial starting index 𝜏 = 0 

 Set: Initial root set length 𝜎𝑟𝑜𝑜𝑡  

 Set: 𝜎 =  𝜎𝑟𝑜𝑜𝑡 

       

       

Sorting Pass 

 while (γ ≤ 128) 

  {     

   while (τ ≤ λ) 

   {    

    if {(τ = σ)  && (τ ≤ σroot)} 

    {   

     𝑃𝑆𝑆 (𝑆𝜙
𝜔) 

     else 

      𝑃𝑆𝐼(𝐼𝜔) 
    }   

   }    

  }     

       

Quantization Pass 

 {      

  n = (n – 1) 

 }      

       

Associated Function Description  

 PSS () 

 {      

  Output {Λ𝑛 (𝑆𝜏
𝜎)} 

  {     

   𝑖𝑓 {Λ𝑛  (𝑆𝜏
𝜎)  =    0} 

   {    

    𝜏 =  (𝜏 +  𝜎) 
    else 

    {   

     if (σ > 4) 

     {  

      σ = (σ/4) 

      else 

      {  

       PScan (τ, η) 

      }  

     }  

    }   

   NSL (τ, σ) 

   }    
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  }     

 }      

       

 PSI() 

 {      

  Output  {Λ𝑛  (𝐼𝜔)} 

  if  [{Λ𝑛 (𝐼𝜔)}   = 0 ] 
  {     

   τ = λ 

  }     

 }      

       

 PScan () 

 {      

  for (μ = 0 : 3) 

  {     

   Output [Λ𝑛  {Υ (𝜇 +  𝜏}] 
   if [Λ𝑛 {Υ (𝜇 +  𝜏}]  =   1 

   {    

    Output: Sign bit  

    else [Λ𝑛 {Υ (𝜇 +  𝜏}]  =   𝑁𝑢𝑙𝑙 
    {   

     Output: nth MSB of Υ (𝜇 +  𝜏} 

     τ + τ + σroot 

    }   

   }    

  }     

 }      

       

 NSL () 

 {      

  while bitand (τ, 3σ) =0 ; 

   {    

    σ  =  4σ 

.   }    

 }      

5. Simulation Result & Analysis 
To test the feasibility and validity of this HSICA, 

extensive experimental HS image data comparison and 

analysis are presented in this manuscript. Six HS image 

datasets were chosen for the experiments to compare the 

proposed HSICA with eight HSICAs and analyse associated 

impacts on coding efficiency, memory, and complexity. 

 

5.1.  Dataset 

Six HS images are taken for the simulation test, of 

which four HS images belong to the Yellowstone dataset. 

The other two HS images are named Washington DC Mall 

and Urban. The characteristics of the HS images are 

summarized in Table 4. 

 

5.2 Performance Evaluation Metrics 
The performance of any mathematical transform-based 

HSICA is measured on the metrics of coding efficiency, 

coding memory, transform memory and coding complexity 

[34]. Image quality assessment metrics, including peak 

signal-to-noise ratio (PSNR) and structural similarity index 

measure  (SSIM), are used to measure the coding efficiency 

of hyperspectral image compression algorithms.   

 

The coding complexity of HSICA is defined as the time 

required for the encoding and decoding the transform 

coefficients. The coding memory is the requirement of 

memory by the HSICA to encode/decode the coefficients. It 

may be a list array or a state table [37].  

 

The original HS image is presented as X(a,b,c) before 

the HS image compression process. In contrast, after the 

compression process, the reconstructed HS image is 

represented as Y(a,b,c). 

 

The Rate-Distortion (RD) performance of any HS 

image compression algorithm can be evaluated based on the 

algorithm's coding efficiency. It is calculated as in Eq 4, 

while the numeric value of the MSE [94, 95] is calculated as 

in Eq 5. 

 

The symmetrical similarity index, or SSIM, is a metric 

that compares two HS images (original and reconstructed) 

to determine how similar they are to one another [96, 97]. 

Mathematically, it is calculated as in Eq 6. 

 

𝑃𝑆𝑁𝑅 =   20 log10 [
𝑀𝑎𝑥{𝑋(𝑎,𝑏,𝑐)}

𝑀𝑆𝐸
]                (4) 

 

𝑀𝑆𝐸 =  
1

𝑁𝑝𝑖𝑥
∑ [𝑋(𝑎, 𝑏, 𝑐) − 𝑌(𝑎, 𝑏, 𝑐)]2

𝑥,𝑦,𝑧               (5) 

 

SSIM (X, Y) =  
(2μ𝑋μY+ c1)(2σXY+ c2)

(μX
2 +μY

2 + c1 )(σX
2 +σY

2 + c2)
               (6) 

 

5.3. Benchmark Hyperspectral Image Compression 

Algorithms 

The proposed HSICA is compared with the state-of-the-

art transform-based HSICA 3D-SPECK (CA 1) [63]. 3D-

SPIHT (CA 2) [65], 3D-WBTC [67] (CA 3), 3D-LSK [64] 

(CA 4), 3D-NLS [66] (CA 5), 3D-LMBTC [68] (CA 6), 3D-

ZM-SPECK [69] (CA 7) and Fraction wavelet filter based 

ZM-SPECK [70] (CA 8). The simulation result is calculated 

for different bit rates and presented here on the different 

performance metrics. 

 

5.4. Implementation Detail 

All HSICA are implemented on the computer having 

the same software and hardware platform. The operating 

system used for the analysis is Windows 11, which runs on 

a 20 GB RAM computing device. During the execution, no 

other simulation was performed to measure the coding 

complexity. Matlab 2023A is used as a simulation software 

for the simulation of the HSICAs on the computing device.  
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Fig. 1 Processing pipeline for the proposed compression algorithm 

 
Table 4. Short detail of the HS images used for analysis (simulation experiments) 

HS Image 

Dimension of the Image Under 

Test 
Pixel 

Depth 
HS Sensor 

Line Pixel Frame 

YSUS 0 512 680 224 14 AVIRIS 

YSUS 3 512 680 224 16 AVIRIS 

YSUS 10 512 680 224 16 AVIRIS 

YSUS 11 512 680 224 16 AVIRIS 

WDC Mall 1280 307 191 14 HYDICE 

Urban 307 307 210 10 HYDICE 

 

Transform HS Image 

Cube 

MHS image cube 

 HS Image 

2D-SFrWF to 
each 

frequency 

frames 

Creation of 
MHS image 

cube 

MT-SP-HSICA 

Most (Top) Significant Bit Plane 

Least (Bottom) Significant Bit Plane 

Apply 2D-

IDWT frame 

by frame on 

HS Image 

Generation of 
Transform 

HS image 

Decoding of the 

received bits 

Output Bit Stream to the communication channel 

 

Reconstructed HS image 

Reconstructed MHS 

image cube 

Reconstructed 

Transform HS Image 

Cube 
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5.5. Coding Efficiency 

Coding Efficiency is measured using PSNR and SSIM 

performance metrics.  The proposed compression algorithm 

is zeroblock cube-based MT-SP-HSICA and has the same 

partition rules as 2D-LSK [87] and 2D-ZM-SPECK. It is 

clear from Table 5 that the proposed MT-SP-HSICA 

outperform all state-of-the-art MT-SP-HSICA and is almost 

the same as the FrWF-based compression algorithm. This is 

because they generate almost the same encoded coefficients. 

It has also been noted that the transform coefficient 

generated by the 2D-DWT, FrWF and SFrWF is similar. 

Thus, the coding efficiency is the same for the proposed 

HSICA and FrWF-based HSICA. For other MT-SP-

HSICAs, the proposed algorithm outperforms from a range 

of two dB to three dB at low bit rates, while for high bit 

rates, coding efficiency differences lie from a range of four 

dB to five dB. The high coding gain exists because of the 

non-availability of the highest bit plane in 87.5% of 

frequency frames due to creating a modified HS image 

cube. This coding procedure benefit is accomplished by 

utilising the HS image's inherent spectral redundancy. When 

the bit budget between the bit planes is exhausted, the 

suggested compression technique's performance is poor, 

resulting in a modest drop in the coding gain. The only 

difference between the proposed HSICA and FrWF-based 

HSICA is the way of significance testing of the test. Table 6 

compares SSIM [96] with the proposed compression 

algorithm and other MT-SP-HSICA.    

 

5.6. Transform Memory 

Transform (wavelet) memory is the memory required 

by the mathematical transform for calculating (logical, 

algebraic and arithmetic) the transform coefficients and 

saving them in the different buffers associated with the 

mathematical transform. It is clear from Table 6 that the 3D 

wavelet transform requires much memory, while the 

calculation of the transform coefficient through the 2D 

wavelet transform requires less transform memory [98, 99]. 

It has also been known that 2D wavelet transform works 

only for the spatial dimension of the HS image and does not 

remove the associated correlation with the spectral 

dimension of the HS image [70]. However, the demand for 

transform memory is still high and needs to be reduced in 

line with the coding memory. Previously, a fractional 

wavelet filter was used to calculate the wavelet coefficient 

in the spatial dimension [70], but it still has high transform 

memory requirements that must be addressed. The 

segmented fractional wavelet transform is a special type of 

fractional wavelet transform that reduces the transform 

memory requirement. From Table 7, it is clear that SFrWF 

outperforms other wavelet transform types. 

 

5.7. Coding Memory 

HSICA requires memory for the significance / 

insignificance of the sets or coefficients against the current 

bit plane level. The MT-ST-HSICAs use either linked lists 

[67], state tables [34] or markers [37] for tracking sets or 

coefficients. 3D-SPECK [63], 3D-SPIHT [65], and 3D-

WBTC [67] employ linked lists for tracking of 

set/coefficients, while 3D-NLS [70], 3D-LSK [64], and 3D-

LMBTC [68] use state table and markers for the same task 

while 3D-ZM-SPECK [69] does not need any markers and 

linked lists for tracking of the coefficients or sets. It is 

known that list-based MT-SP-HSICA has a better coding 

memory requirement at low bit rates than the listless MT-

SP-HSICA, but the demand for coding memory increases 

exponentially as bit rate.  

 

The proposed compression algorithm has a fixed 

demand for memory (coding), which depends on the 

number of sub-bands present in one frequency frame. For 

the ‘L’ level of mathematical transform, the number of sub-

bands is (3L+1), and each coefficient has ‘8’ bits. For each 

frequency frame, 18 bytes of extra coding memory is 

required for some other computations. Thus, the required 

coding memory for the 128 frequency frames is ‘[8(3L +1) 

+ 18] x 128’. Table 8 shows that the proposed HSICA has a 

minimal requirement of the coding memory of 18.25 KB. It 

outperforms the other compression algorithms but has little 

more than those of Bajpai et al. [69] Bajpai and Kidwai 

[70]. 

 

5.8. Coding Complexity 

The coding complexity of any compression algorithm is 

measured by the time required to encode and decode to 

convert the transform coefficient to the bit stream and vice 

versa [90]. Table 9 (encoding time) and Table 10 (decoding 

time) show that decoding always takes less time than 

encoding. It has been clear that the coding complexity has 

been reduced significantly. The amount of time necessary to 

convert the transform HS image to the encoded embedded 

bit stream is the encoding time. At the same time, the 

decoding procedure takes to reconstruct the HS picture from 

the data received in the bit stream. From the decoding time 

and encoding time, it has been noted that listless MT-SP-

HSICA has a low coding time requirement while list-based 

MT-SP-HSICA time requirement increases rapidly for the 

higher bit rates. Regarding coding complexity, the proposed 

algorithm outperforms the FrWF-based compression 

algorithm [70] due to the use of buffer memory, and for 

another list-based, MT-SP-HSICA performs better. Table 11 

presents the comparative analysis of the listless compression 

algorithms for the different HS image sizes Figure 2. Figure 

2 displays the original HS image and the reconstructed HS 

image after compression for the Uncalibrated Yellowstone 

Scene 00 at a CR of 16. 

 

6. Conclusion 
HS images have great potential in many fields and are a 

powerful, non-destructive assessment technique. However, a 

huge amount of HS image data generated by the HS image 

sensors is hard to process [95]. Hence, to make HS images 



Shrish Bajpai et al. / IJECE, 12(6), 65-89, 2025 

74 

accessible to all, reducing HS image data is mandatory, and 

it should also work with low-resource HS image sensors. 

Many HSICAs were proposed in the past, but they are either 

complex in execution nature or have low coding efficiency. 

The present manuscript proposed a compression algorithm 

with low transform memory and computational complexity. 

It is due to the reduction in the multiple memory access, 

which makes the compression algorithm fast.  
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Table 5. Coding efficiency comparison between  different MT-SP-HSICAs for six HS images 
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YSUS 0 HS Image 

0.00625 26.4 26.9 26.3 26.3 26.4 26.9 26.9 30.2 30.2 

0.0125 27.6 27.5 27.4 27.4 27.6 27.5 27.5 31.5 31.5 

0.025 29.0 28.4 28.8 28.3 29.1 28.3 28.4 32.8 32.8 

0.0375 30.0 29.9 29.8 29.8 29.9 30.0 30.0 34.2 34.2 

0.05 30.9 30.5 30.7 30.6 30.8 30.5 30.5 34.7 34.7 

0.1 32.8 32.8 32.7 32.7 32.8 32.8 32.8 37 37 

0.2 35.1 34.6 35.1 34.5 35.2 34.6 34.6 39.8 39.8 

0.3 36.9 36.7 36.8 36.7 36.9 36.6 36.6 41.5 41.5 

0.4 38.4 37.6 38.2 37.8 38.3 37.5 37.5 43.3 43.3 

0.5 39.5 39.5 39.4 39.3 39.5 39.1 39.1 45 45 

0.6 40.8 40.6 40.7 40.6 40.8 40.5 40.5 45.7 45.7 

0.7 41.9 41.3 41.8 41.8 41.9 41.2 41.2 47 47 

0.8 43.0 42.3 42.9 42.5 43.0 42.1 42.1 48.1 48.1 

0.9 44.0 43.8 43.8 43.5 44.0 43.0 43.0 49.4 49.4 

1 44.9 44.9 44.7 44.7 44.8 44.8 44.8 49.9 49.9 

 
YSUS 3 HS Image 

0.00625 30.5 30.5 30.3 29.8 30.5 30.5 30.5 32.4 32.4 

0.0125 31.4 31.3 31.3 31.2 31.4 31.3 31.3 33.9 33.9 

0.025 32.9 32.9 32.7 32.6 32.9 32.9 33 34.1 34.1 

0.0375 34 33.8 33.8 33.8 34 33.8 33.8 36.7 36.7 

0.05 34.9 34.7 34.6 34.4 34.8 34.6 34.7 37.9 37.9 

0.1 37.2 37.1 37 37 37.2 36.9 36.9 41 41 

0.2 40.4 40.1 40.2 40.1 40.4 40.1 40.1 44.2 44.2 

0.3 42.9 42.8 42.7 42.4 42.9 42.4 42.5 46.9 46.9 

0.4 45 44.6 44.7 44.6 45 44.5 44.5 49.2 49.2 

0.5 47 46.7 46.8 46.3 47 46.1 46.2 51.5 51.5 

0.6 48.9 48.9 48.5 48.5 48.9 48.9 48.9 53.7 53.7 

0.7 50.7 50.2 50.3 50.2 50.7 50 50 54.8 54.8 

0.8 52.1 52.2 51.8 51.7 52 51.4 51.4 56.4 56.4 

0.9 53.8 53.8 53.4 53.4 53.8 53.8 53.8 58.5 58.5 

1 55.4 55.1 55 54.9 55.3 54.9 54.9 59.9 59.9 

 YSUS 10 HS Image 

0.00625 26.5 26.2 26.2 26.5 26.5 26.1 26.1 28.9 28.9 

0.0125 27.6 27.5 27.5 27.4 27.5 27.5 27.5 29.6 29.6 

0.025 28.5 28.2 28.2 28.2 28.7 28.2 28.3 30.8 30.8 

0.0375 29.4 29.3 29.3 29.1 29.3 29.4 29.4 31.6 31.6 

0.05 30.0 29.8 29.8 29.8 30.0 29.8 29.8 32.5 32.5 

0.1 31.5 31.4 31.4 31.3 31.5 31.4 31.5 34.1 34.1 
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0.2 33.4 33.2 33.2 33.2 33.5 33.1 33.2 36.7 36.7 

0.3 34.9 34.7 34.7 34.5 34.9 34.5 34.5 38.8 38.8 

0.4 36.1 35.9 35.9 36.0 36.1 35.9 35.9 40.3 40.3 

0.5 37.3 36.8 36.8 37.0 37.3 36.7 36.7 41.7 41.7 

0.6 38.5 37.9 37.9 38.0 38.5 37.8 37.9 43.6 43.6 

0.7 39.5 39.5 39.5 39.4 39.5 39.3 39.3 44.3 44.3 

0.8 40.5 40.3 40.3 40.3 40.5 40.3 40.3 45.0 45.0 

0.9 41.6 41.1 41.1 41.3 41.6 40.9 40.9 45.8 45.8 

1 42.6 42.1 42.1 42.3 42.6 41.7 41.7 46.8 46.8 

 YSUS 11 HS Image 

0.00625 30.4 30.4 30.2 30.2 30.4 30.3 30.4 31.9 31.9 

0.0125 31.7 31.6 31.6 31.5 31.7 31.5 31.5 33.1 33.1 

0.025 33 33 32.9 32.7 33 32.9 33 34.4 34.4 

0.0375 34.1 33.9 33.9 33.8 34.1 33.8 33.8 35.8 35.8 

0.05 34.9 34.4 34.6 34.5 34.8 34.4 34.4 36.7 36.7 

0.1 36.9 36.6 36.7 36.7 36.9 36.5 36.6 39.1 39.1 

0.2 38.9 38.8 38.8 38.8 38.9 38.8 38.8 42.2 42.2 

0.3 40.5 40.1 40.4 40.2 40.5 40 40 44 44 

0.4 41.9 41.7 41.8 41.5 41.9 41.3 41.4 46.0 46.0 

0.5 43.2 43.1 43.1 43.0 43.2 43 43.0 47.7 47.7 

0.6 44.5 43.9 44.3 44.3 44.4 43.8 43.8 48.6 48.6 

0.7 45.6 45.1 45.4 45.1 45.7 44.8 44.8 50.1 50.1 

0.8 46.7 46.7 46.6 46.5 46.7 46.1 46.1 51.5 51.5 

0.9 47.8 47.8 47.7 47.7 47.8 47.8 47.8 52.1 52.1 

1 48.8 48.5 48.6 48.5 48.8 48.3 48.3 53.1 53.1 

 WDC Mall HS Image 

0.00625 32.1 32.2 33 32.1 32.1 32.9 32.1 35.5 35.5 

0.0125 33.3 33.3 33.1 33.1 33.3 33.2 33.3 36.4 36.4 

0.025 34.6 34.5 34.4 34.4 34.5 34.4 34.4 37.2 37.2 

0.0375 35.6 35.5 35.3 35.1 35.5 35.2 35.5 38.4 38.4 

0.05 36.5 36.5 36.3 36.3 36.5 36.5 36.5 39.7 39.7 

0.1 38.5 38.4 38.3 38.1 38.5 38.3 38.3 40.9 40.9 

0.2 41.5 41.5 41.3 41.3 41.5 41.2 41.4 44.2 44.2 

0.3 43.5 43.6 43.3 43.3 43.5 43.5 43.6 46.5 46.5 

0.4 45.3 45.1 45.1 45.1 45.3 44.6 45.2 48.6 48.6 

0.5 46.8 46.8 46.6 46.4 46.8 46.1 46.7 49.4 49.4 

0.6 48.5 48.4 48.2 48.2 48.4 48.4 48.4 51.1 51.1 

0.7 49.8 49.7 49.5 49.5 49.7 49.2 49.7 52.7 52.7 

0.8 51.1 51.1 50.8 50.8 51.1 50.3 51 54.4 54.4 

0.9 52.2 52.2 52.1 52.1 52.2 51.7 52.1 55.7 55.7 

1 53.5 53.5 53.3 53.3 53.5 53.5 53.5 57.2 57.2 

 Urban HS Image 

0.00625 52.7 52.7 53 52.7 52.7 52.9 52.9 56.2 56.2 

0.0125 53.3 53.3 53.2 53.2 53.3 53.2 53.2 56.9 56.9 

0.025 54.3 54.3 54.2 54.1 54.3 54.3 54.3 57.4 57.4 

0.0375 55.1 55.1 55.0 55 55.1 55 55.1 58.2 58.2 

0.05 55.7 55.6 55.6 55.5 55.6 55.5 55.5 58.9 58.9 

0.1 57 57 56.9 56.9 57.1 57.1 57.1 60.4 60.4 

0.2 59 58.8 58.8 58.7 59 58.7 58.7 61.7 61.7 

0.3 60.4 60.4 60.3 60.3 60.5 60.5 60.6 62.8 62.8 
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0.4 61.8 61.6 61.7 61.7 61.9 61.5 61.6 64.4 64.4 

0.5 63 62.9 62.8 62.6 63 62.6 62.8 65.6 65.6 

0.6 64.2 64.1 64 63.9 64.2 64 64 67.9 67.9 

0.7 65.4 65.4 65.3 65.3 65.5 65.3 65.3 68.4 68.4 

0.8 66.3 66.3 66.2 66.2 66.5 65.9 66.2 69.7 69.7 

0.9 67.4 67.2 67.3 67.3 67.5 66.7 67.1 70.9 70.9 

1 68.4 68.3 68.2 68.1 68.6 67.7 68.3 72.1 72.1 
 

Table 6. SSIM calculation for compression algorithms for YSUS 0 
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 YSUS 0 HS Image 

0.00625 0.39 0.38 0.38 0.38 0.39 0.38 0.37 0.41 0.41 

0.0125 0.44 0.43 0.43 0.43 0.47 0.43 0.43 0.44 0.44 

0.025 0.56 0.55 0.55 0.53 0.57 0.53 0.53 0.61 0.61 

0.0375 0.62 0.62 0.61 0.61 0.62 0.61 0.62 0.67 0.67 

0.05 0.66 0.65 0.65 0.65 0.66 0.65 0.65 0.71 0.71 

0.1 0.75 0.75 0.75 0.74 0.75 0.74 0.75 0.80 0.80 

0.2 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.87 0.87 

0.3 0.87 0.88 0.87 0.87 0.87 0.87 0.87 0.90 0.90 

0.4 0.91 0.90 0.90 0.90 0.90 0.90 0.89 0.92 0.92 

0.5 0.93 0.93 0.92 0.92 0.93 0.92 0.92 0.94 0.94 

0.6 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.96 0.96 

0.7 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.97 0.97 

0.8 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.98 0.98 

0.9 0.97 0.97 0.97 0.97 0.97 0.97 0.96 0.98 0.98 

1 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.98 0.98 

 
Table 7. Requirement of the transform memory 

Transform memory requirement for the HS image under test. 

Type of Wavelet Transform Reference Transform Memory 

3D DWT [37] 38.34 MB 

2D DWT [70] 348.99 KB 

2D FrWF [70] 3.123 KB 

2D BFrWF (4) [87] 1.5615 

2D SFrWF (2) Applied in this 

compression 

algorithm 

1.2 KB 

2D SFrWF (4) 0.624 KB 

2D SFrWF (8) 0.336 KB 

 

Table 8. Requirement of coding memory by compression algorithms for HS images 
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YSUS 0 HS Image 

0.00625 18 512 15 1024 8 12 0 0 18.25 

0.0125 31 512 36 1024 23 12 0 0 18.25 

0.025 62 512 71 1024 53 12 0 0 18.25 

0.0375 109 512 111 1024 100 12 0 0 18.25 

0.05 109 512 117 1024 108 12 0 0 18.25 

0.1 237 512 249 1024 208 12 0 0 18.25 

0.2 494 512 513 1024 489 12 0 0 18.25 

0.3 597 512 615 1024 578 12 0 0 18.25 

0.4 843 512 896 1024 844 12 0 0 18.25 

0.5 1224 512 1222 1024 1184 12 0 0 18.25 

0.6 1329 512 1354 1024 1230 12 0 0 18.25 

0.7 1456 512 1461 1024 1356 12 0 0 18.25 

0.8 1653 512 1680 1024 1554 12 0 0 18.25 

0.9 1892 512 1906 1024 1876 12 0 0 18.25 

1 2010 512 2072 1024 2022 12 0 0 18.25 

 
YSUS 3 HS Image 

0.00625 16 512 17 1024 8 12 0 0 18.25 

0.0125 26 512 28 1024 20 12 0 0 18.25 

0.025 71 512 73 1024 63 12 0 0 18.25 

0.0375 78 512 81 1024 72 12 0 0 18.25 

0.05 117 512 124 1024 109 12 0 0 18.25 

0.1 205 512 204 1024 186 12 0 0 18.25 

0.2 397 512 414 1024 378 12 0 0 18.25 

0.3 678 512 682 1024 621 12 0 0 18.25 

0.4 726 512 753 1024 708 12 0 0 18.25 

0.5 947 512 947 1024 894 12 0 0 18.25 

0.6 1119 512 1155 1024 1091 12 0 0 18.25 

0.7 1234 512 1243 1024 1121 12 0 0 18.25 

0.8 1343 512 1324 1024 1282 12 0 0 18.25 

0.9 1439 512 1473 1024 1400 12 0 0 18.25 

1 1498 512 1517 1024 1440 12 0 0 18.25 

 YSUS 10 HS Image 

0.00625 19 512 15 1024 11 12 0 0 18.25 

0.0125 33 512 37 1024 34 12 0 0 18.25 

0.025 65 512 71 1024 64 12 0 0 18.25 

0.0375 112 512 116 1024 101 12 0 0 18.25 
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0.05 163 512 123 1024 113 12 0 0 18.25 

0.1 276 512 289 1024 282 12 0 0 18.25 

0.2 448 512 489 1024 446 12 0 0 18.25 

0.3 822 512 833 1024 826 12 0 0 18.25 

0.4 920 512 881 1024 891 12 0 0 18.25 

0.5 1038 512 1055 1024 1037 12 0 0 18.25 

0.6 1352 512 1389 1024 1355 12 0 0 18.25 

0.7 1634 512 1561 1024 1592 12 0 0 18.25 

0.8 1681 512 1652 1024 1634 12 0 0 18.25 

0.9 1741 512 1710 1024 1712 12 0 0 18.25 

1 1825 512 1813 1024 1824 12 0 0 18.25 

 YSUS 11 HS Image 

0.00625 15 512 16 1024 11 12 0 0 18.25 

0.0125 26 512 29 1024 27 12 0 0 18.25 

0.025 69 512 74 1024 71 12 0 0 18.25 

0.0375 79 512 87 1024 80 12 0 0 18.25 

0.05 112 512 121 1024 112 12 0 0 18.25 

0.1 196 512 198 1024 196 12 0 0 18.25 

0.2 467 512 486 1024 469 12 0 0 18.25 

0.3 634 512 669 1024 633 12 0 0 18.25 

0.4 993 512 1013 1024 998 12 0 0 18.25 

0.5 1074 512 1102 1024 1076 12 0 0 18.25 

0.6 1112 512 1102 1024 1112 12 0 0 18.25 

0.7 1409 512 1431 1024 1407 12 0 0 18.25 

0.8 1564 512 1560 1024 1547 12 0 0 18.25 

0.9 1689 512 1678 1024 1640 12 0 0 18.25 

1 1789 512 1821 1024 1790 12 0 0 18.25 

 WDC Mall HS Image 

0.00625 26 512 28 1024 18 12 0 0 18.25 

0.0125 33 512 38 1024 35 12 0 0 18.25 

0.025 55 512 54 1024 55 12 0 0 18.25 

0.0375 96 512 103 1024 99 12 0 0 18.25 

0.05 136 512 145 1024 138 12 0 0 18.25 

0.1 244 512 263 1024 250 12 0 0 18.25 

0.2 416 512 438 1024 416 12 0 0 18.25 

0.3 701 512 629 1024 704 12 0 0 18.25 

0.4 734 512 724 1024 733 12 0 0 18.25 

0.5 1049 512 1061 1024 1049 12 0 0 18.25 

0.6 1191 512 1223 1024 1195 12 0 0 18.25 
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0.7 1277 512 1302 1024 1282 12 0 0 18.25 

0.8 1408 512 1415 1024 1404 12 0 0 18.25 

0.9 1703 512 1726 1024 1705 12 0 0 18.25 

1 1802 512 1827 1024 1725 12 0 0 18.25 

 Urban HS Image 

0.00625 18 512 22 1024 19 12 0 0 18.25 

0.0125 28 512 31 1024 28 12 0 0 18.25 

0.025 70 512 79 1024 73 12 0 0 18.25 

0.0375 95 512 105 1024 97 12 0 0 18.25 

0.05 109 512 113 1024 110 12 0 0 18.25 

0.1 293 512 299 1024 294 12 0 0 18.25 

0.2 478 512 530 1024 484 12 0 0 18.25 

0.3 841 512 864 1024 843 12 0 0 18.25 

0.4 841 512 867 1024 843 12 0 0 18.25 

0.5 1077 512 1110 1024 1077 12 0 0 18.25 

0.6 1419 512 1445 1024 1425 12 0 0 18.25 

0.7 1492 512 1499 1024 1494 12 0 0 18.25 

0.8 1563 512 1586 1024 1564 12 0 0 18.25 

0.9 1590 512 1715 1024 1590 12 0 0 18.25 

1 1890 512 1906 1024 1889 12 0 0 18.25 

 
Table 9. Encoding time consumed by different HSICAs for the compression of HS images 
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YSUS 0 HS Image 

0.00625 1.1 0.2 1.3 0.3 1.1 0.3 0.6 0.6 0.5 

0.0125 1.4 0.4 1.1 0.6 1.3 1.2 0.7 0.7 0.6 

0.025 2.8 0.5 1.5 0.7 1.7 1.5 0.9 0.8 0.8 

0.0375 4.3 0.6 2.2 0.8 2.2 1.7 1 1.1 1 

0.05 7.3 0.7 3.4 0.9 3.5 2 1.2 1.3 1.2 

0.1 18.5 0.9 6.7 1 6.2 3.1 1.8 2.1 1.9 

0.2 89.7 1.1 31 1.4 17.6 4.9 2.8 3.7 3.5 

0.3 195 1.5 67 1.8 60.7 7.1 3.9 5.4 5.3 

0.4 249 1.8 96 2.1 118 8.6 4.9 7 6.7 

0.5 340 2.1 118 2.4 173 10 5.8 8.4 8.1 

0.6 692 2.6 257 2.9 376 13 7.1 9.9 9.7 
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0.7 961 2.8 463 3.2 657 14.2 8.1 11.6 11.2 

0.8 1167 3.0 491 3.5 759 15.8 9.2 13.4 12.9 

0.9 1304 3.3 513 4.1 855 16.8 9.9 15.3 14.8 

1 1441 3.8 560 4.9 878 17.4 10.9 20.6 20.2 

 
YSUS 3 HS Image 

0.00625 0.9 0.2 1.0 0.4 0.5 0.4 0.4 0.9 0.9 

0.0125 1.6 0.3 1.1 0.6 1.3 1.1 0.8 1.7 1.6 

0.025 2.9 0.4 1.6 0.7 1.8 1.4 0.9 2.1 2 

0.0375 5.0 0.5 2.2 0.8 2.4 1.7 1.3 2.2 2.1 

0.05 6.7 0.6 4.3 0.9 2.7 2.1 1.4 2.4 2.2 

0.1 18.2 0.8 9.9 1.4 7.1 3.2 1.9 3.3 3.1 

0.2 57.3 1.2 24.3 1.9 25.0 5.5 3.0 5.1 4.8 

0.3 97.1 1.4 39.9 2.1 47.9 6.7 3.9 6.8 6.7 

0.4 206 1.8 104 2.4 122 9.3 5.1 8.4 8.1 

0.5 303 2.2 131 2.9 177 10.5 6.1 10.1 9.7 

0.6 349 2.5 141 3.2 190 11.5 7.2 11.8 11.4 

0.7 706 2.7 338 3.5 528 14.3 8.6 13.5 13.1 

0.8 835 3.0 408 3.8 601 15.7 9.5 15.2 14.9 

0.9 981 3.5 414 4.5 633 16.8 10.7 16.9 16.5 

1 1373 3.8 632 5.1 977 19.9 11.9 18.3 17.8 

 YSUS 10 HS Image 

0.00625 1.8 0.2 0.6 0.4 0.8 0.9 0.4 0.6 0.5 

0.0125 2.5 0.3 1.1 0.5 1.4 1.2 0.7 0.9 0.8 

0.025 5.1 0.4 1.6 0.6 1.7 1.5 0.9 1.1 1 

0.0375 5.6 0.5 2.2 0.7 2.1 1.7 1.1 1.3 1.1 

0.05 8.5 0.6 3.3 0.8 3.5 2.1 1.2 1.4 1.3 

0.1 18.8 0.7 8.1 0.9 5.9 3.2 1.7 2.2 2 

0.2 83.5 1.1 28.9 1.3 23.6 5.3 3.7 3.7 3.4 

0.3 110 1.3 50.3 1.7 32.5 6.6 3.9 5.3 4.9 

0.4 326 1.7 181 2.0 199 9.2 5.3 7.2 7.1 

0.5 472 2.0 241 2.3 294 11.5 7.2 10.8 10.5 

0.6 588 2.2 264 2.5 363 11.3 8.4 11.4 11.2 

0.7 678 2.5 281 2.7 398 12.5 7.8 12.6 12.4 

0.8 1151 2.9 531 3.2 772 15.8 10.0 15.2 15 

0.9 1745 3.1 883 3.4 1223 17.1 12.0 17.6 17.4 

1 2558 3.3 1034 3.9 1517 18.3 13.7 18.5 18.3 

 YSUS 11 HS Image 

0.00625 1 0.2 0.7 0.3 0.6 0.9 0.5 0.5 0.4 

0.0125 1.6 0.3 1.0 0.4 2.3 1.8 0.9 0.6 0.5 

0.025 3.0 0.4 1.5 0.5 3.1 1.7 0.9 0.8 0.7 
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0.0375 5.5 0.5 2.1 0.6 6.0 2.1 1.2 1.1 1 

0.05 7.4 0.6 2.9 0.7 15.4 2.5 1.3 1.3 1.1 

0.1 19.7 0.7 7.8 0.9 17.8 3.6 2.1 2.1 1.9 

0.2 81.4 1.1 21.3 1.3 29.1 6.7 3.2 4.4 4.1 

0.3 142 1.4 67.0 1.7 70.6 7.7 4.1 6.7 6.5 

0.4 227 1.8 77.7 2.0 99.8 9.3 4.9 7.8 7.6 

0.5 509 2.1 227 2.4 280 12.2 7.2 9.3 9.1 

0.6 755 2.3 405 2.8 495 14.2 7.6 11.1 10.8 

0.7 981 2.5 424 3.0 578 14.5 8.5 12.2 12 

0.8 1018 2.8 449 3.2 646 14.7 9.1 16.5 16.2 

0.9 1329 3.3 447 3.5 738 17.9 10.2 18.2 18 

1 2073 3.6 873 4.1 1291 19.9 11.4 24.3 24.1 

 WDC Mall HS Image 

0.00625 0.6 0.3 0.9 0.4 0.7 0.9 0.5 0.7 0.6 

0.0125 1.7 0.4 0.9 0.4 1.2 1.0 0.7 0.9 0.8 

0.025 3.0 0.4 1.5 0.5 1.5 1.3 0.9 1.5 1.3 

0.0375 5.1 0.5 2.2 0.6 2.3 1.6 1.2 1.9 1.7 

0.05 7.6 0.5 3.1 0.7 3.1 1.8 1.4 2.1 2 

0.1 15.6 1.6 6.8 1.8 6.9 3.5 2.3 3.8 3.7 

0.2 49.5 3.0 19.7 3.2 19.1 5.6 3.5 6.5 6.2 

0.3 85.7 4.1 48.9 4.4 26.4 7.8 4.6 8.8 8.6 

0.4 312 5.6 102 5.9 192 10.7 6.1 11.1 12.8 

0.5 416 7.1 158 8.2 254 11.7 7.1 13.7 13.4 

0.6 887 8.8 207 9.1 300 13.2 8.2 15.2 14.9 

0.7 905 9.5 212 10.7 372 16.9 9.4 17.7 17.5 

0.8 1125 11.1 542 11.3 789 18.3 10.6 18.8 18.6 

0.9 1543 12.7 774 13 1067 19.5 12.2 20.9 20.6 

1 1703 14.4 780 14.5 1185 20.9 13 24.7 24.5 

 Urban HS Image 

0.00625 0.3 0.3 0.9 0.3 0.9 0.9 0.4 0.7 0.6 

0.0125 1.5 0.4 1.1 0.4 1.2 1.1 0.6 0.9 0.8 

0.025 3.1 0.4 1.4 0.5 1.7 1.3 0.8 1.1 1 

0.0375 5.3 0.5 2.1 0.6 2.2 1.6 1 1.7 1.6 

0.05 6.2 0.6 2.7 0.7 2.8 1.9 1.1 2.4 2.2 

0.1 25 0.8 7.5 0.9 6.5 3.9 1.8 3.1 2.9 

0.2 57.9 1.1 25.8 1.2 24.8 5.1 2.8 4.9 4.7 

0.3 92.1 1.5 37.5 1.7 32 7.7 3.7 7.1 6.8 

0.4 270 2 118 2.1 196 9.7 5.7 9.9 9.5 

0.5 415 2.5 140 2.6 211 11.3 7.4 12.8 12.6 
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0.6 576 2.9 166 3 248 13.3 8 14.7 14.5 

0.7 888 3.2 406 3.4 625 18.1 9.7 17.1 16.8 

0.8 1131 3.8 474 4 710 20.0 9.9 18.3 18 

0.9 1335 4 556 4.1 746 20.6 12.5 20.4 20.2 

1 1498 4.4 575 4.6 804 21.1 13.2 24.5 24.2 

 
Table 10. Decoding time consumed by different HSICAs for the compression of HS images 
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  YSUS 0 HS Image 

0.00625 0.7 0.1 0.9 0.21 0.7 0.3 0.36 0.46 0.3 

0.0125 0.7 0.3 0.3 0.4 0.4 0.5 0.7 0.5 0.4 

0.025 1.5 0.4 0.7 0.8 0.7 0.7 0.8 0.7 0.6 

0.0375 2.8 0.4 1.2 0.6 0.9 0.8 1.0 1 0.9 

0.05 5.1 0.5 2.2 0.6 2.3 1.0 1.1 1.3 1.1 

0.1 12.9 0.7 5.3 0.8 4.6 1.8 1.5 1.8 1.7 

0.2 61.4 1.0 23.9 1.2 15.4 3.4 2.7 3.2 3 

0.3 136 1.1 52.4 0.6 57.9 4.7 3.5 5 4.7 

0.4 204 1.7 87.9 1.9 108 6.2 4.3 6.5 6.1 

0.5 306 1.9 98.9 2.2 148 7.8 5.2 8 7.7 

0.6 600 2.2 217 2.5 341 9.2 6.7 9.3 8.9 

0.7 906 2.4 456 2.7 618 10.4 7.7 11.1 10.7 

0.8 1005 2.5 486 3.0 727 13.8 8.5 12.5 12.2 

0.9 1249 3.1 501 3.3 830 13.3 9.4 14.5 14.3 

1 1389 3.6 512 4.0 832 14.5 10.6 19 18.8 

  YSUS 3 HS Image 

0.00625 0.8 0.5 0.7 0.3 0.2 0.3 0.3 0.5 0.4 

0.0125 0.9 0.3 0.8 0.5 0.4 0.5 0.6 0.7 0.6 

0.025 1.6 0.4 1.2 0.6 0.6 0.7 0.8 0.9 0.8 

0.0375 3.5 0.4 1.5 0.7 1.2 0.9 1.1 1.1 1 

0.05 4.6 0.5 2.7 0.8 1.6 1.1 1.2 1.4 1.2 

0.1 14.5 0.7 6.6 1.1 9.5 1.9 1.5 2.3 2.1 

0.2 49.4 1 22.3 1.5 17.6 3.5 2.6 4.1 3.9 

0.3 81.9 1.4 31.6 1.8 40.1 5.1 3.5 5.8 5.5 

0.4 190 1.7 90.4 2.2 110 6.7 4.8 7.6 7.4 

0.5 284 2 118 2.5 156 8.1 5.9 9.4 9.2 

0.6 321 2.4 128 2.9 176 9.4 6.9 11.1 10.8 
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0.7 684 2.5 309 3.2 577 11 8.3 13 12.8 

0.8 822 2.8 373 3.4 553 12.5 9.3 14.7 14.5 

0.9 860 3.2 400 3.8 589 13.9 10.3 16.2 16 

1 1258 3.4 589 4 849 15.6 11.5 18.1 17.8 

 YSUS 10 HS Image 

0.00625 0.8 0.1 0.3 0.3 0.2 0.5 0.3 0.4 0.3 

0.0125 1.9 0.2 0.3 0.4 0.4 0.6 0.6 0.6 0.6 

0.025 2.3 0.3 0.7 0.5 0.7 0.7 0.8 0.8 0.7 

0.0375 2.8 0.4 1.2 0.6 0.9 0.8 1 1 0.9 

0.05 5.9 0.5 2.2 0.7 2.3 1.0 1.2 1.1 1 

0.1 12.8 0.6 6.5 0.8 4.4 1.8 1.6 1.9 1.7 

0.2 62.2 1.0 25.8 1.1 21.6 3.3 2.8 3.2 3 

0.3 80.0 1.2 47.3 1.5 29.2 4.9 4.0 5.1 4.9 

0.4 307 1.4 172 1.9 175 6.7 5.5 7 6.7 

0.5 441 1.7 219 2.1 262 7.6 7.8 9.6 9.4 

0.6 555 1.9 230 2.2 319 9.0 6.6 10.1 9.9 

0.7 609 2.2 246 2.5 359 10.5 7.5 12 11.7 

0.8 1080 2.5 496 2.8 717 11.8 9.2 14.3 14 

0.9 1692 2.9 818 3.1 1130 13.3 10.0 16.5 16.3 

1 2179 3.4 930 3.4 1384 14.7 11.5 17.2 17 

 YSUS 11 HS Image 

0.00625 0.66 0.2 0.2 0.2 0.2 0.5 0.4 0.4 0.3 

0.0125 0.93 0.3 0.3 0.4 0.8 0.6 0.7 0.5 0.4 

0.025 1.63 0.4 0.6 0.4 0.9 0.8 0.8 0.7 0.6 

0.0375 3.74 0.4 1.2 0.5 3.3 1.2 1.1 0.9 0.8 

0.05 4.9 0.5 1.9 0.6 4.1 1.7 1.2 1.1 1 

0.1 15.8 0.7 6.5 0.8 11.5 2.3 1.9 1.9 1.7 

0.2 61.1 1 16.2 1.1 20.9 3.9 2.8 4.1 3.8 

0.3 118 1.3 56.1 1.6 54.1 5.7 3.9 5.5 5.2 

0.4 195 1.7 70.2 1.9 89.4 7.3 4.8 6.5 6.2 

0.5 400 2 216 2.2 250 9.1 6.1 8 7.8 

0.6 847 2.2 394 2.5 471 11.3 7.3 10.2 9.9 

0.7 840 2.3 419 2.9 575 12.6 8.2 11.8 11.6 

0.8 1059 2.6 436 3.1 621 13.4 8.7 15.6 15.4 

0.9 1186 2.9 440 3.3 706 14.2 9.5 17.8 17.6 

1 1901 3.4 867 3.9 1260 17.4 10.6 20.9 20.6 

 WDC Mall HS Image 

0.00625 0.3 0.2 0.3 0.3 0.2 0.3 0.3 0.5 0.4 

0.0125 0.6 0.3 0.8 0.3 0.4 0.4 0.6 0.7 0.6 
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0.025 0.8 0.4 1.0 0.4 0.8 0.6 0.8 1.2 1.1 

0.0375 0.9 0.4 1.9 0.5 1.1 0.8 0.9 1.5 1.4 

0.05 1.1 0.5 2.6 0.6 1.4 1 1 1.8 1.6 

0.1 17.4 0.7 6.1 0.8 5.0 2.3 1.7 2.2 2 

0.2 48.8 1.1 24.8 1.1 22.5 3.3 2.7 4.8 4.6 

0.3 75.4 1.5 34.8 1.4 28.5 4.9 3.6 7.4 7.1 

0.4 264 1.7 106 1.9 180 8.1 5.4 8.4 8 

0.5 339 2.2 135 2.3 192 7.7 6.8 11.1 10.8 

0.6 532 2.6 150 2.8 245 9.8 8 14.2 14 

0.7 808 2.7 327 3 558 11.6 8.8 16.4 16.1 

0.8 1058 3.1 449 3.7 675 13.4 9.4 17.4 17.2 

0.9 1142 3.2 486 3.9 725 13.6 11.8 19.1 18.7 

1 1290 3.7 504 4.2 774 15.5 12.3 22.9 22.6 

 Urban HS Image 

0.00625 0.2 0.3 0.6 0.3 0.3 0.2 0.3 0.6 0.5 

0.0125 1 0.35 0.7 0.4 0.4 0.4 0.7 0.8 0.7 

0.025 1.7 0.4 1.1 0.4 0.6 0.6 0.8 0.9 0.8 

0.0375 3.4 0.4 1.3 0.5 1.2 0.8 1.1 1.5 1.3 

0.05 5.7 0.5 2.2 0.5 2.1 1 1.2 1.8 1.6 

0.1 11.8 1.5 4.3 1.7 4.8 1.7 1.9 2.1 2 

0.2 41.6 2.4 16.8 2.9 16.4 3.2 2.9 3.9 3.7 

0.3 72.3 3.2 42.5 4.1 23.2 4.7 3.7 6.6 6.4 

0.4 292 4.7 88 5.7 185 6 4.7 9.1 8.8 

0.5 388 5.4 149 8 243 7.3 5.4 11.1 10.7 

0.6 487 6.1 197 8.9 295 8.6 5.9 12.8 12.6 

0.7 593 8.2 201 10.5 366 10 7.1 14.7 14.5 

0.8 1067 8.8 507 11.1 772 11.4 8 15.8 15.6 

0.9 1506 9.4 750 12.8 1052 12.6 8.8 16.9 16.7 

1 1662 10 762 14.2 1173 13.9 9.5 22.2 21.9 

 

Table 11. Requirement of coding memory for different transform-based compression algorithms at three HS image sizes (in KB) 
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(a) (b) (c) 

   
(d) (e) (f) 

Fig. 2 Original uncalibrated yellowstone scene 00, (a) Band 48, (b) Band 98, (c) Band 148  

reconstructed uncalibrated yellowstone scene 00 with CR=16, (d) Band 48, (e) Band 98, and (f) Band 148. 
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