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Abstract - The present-day dairy industry is dealing with mounting pressure for product quality, cost-effectiveness, and the 

volatility of supply chain performance. Solving these problems requires intelligent systems to process spatial and temporal 

information related to real-time working dairy farms. To deal with both spatial and temporal diffusions, in this paper, we 

introduce a more efficient aggregated framework of splice point signal and propose an Optimized Deep Learning-powered Tuple 

Aggregation framework combining CNN and LSTM for complete spatiotemporal feature extraction, as well as an RL-based 

anomaly detection algorithm to detect anomalies in manufacturing processes. The frame can model data tuples of dairy 

machines, environmental sensors, and quality control checkpoints to predict milk quality, maximise machine allocation, and 

perform predictive maintenance. By implementing such an integrated system, productivity is improved, wastage is reduced, and 

the operation of the supply chain is optimized. The experimental results based on monitoring dairy production data in real-time 

have proven the effectiveness of this model in accuracy, response time, and efficiency as opposed to classical machine learning 

methods. This study paves the way for completely automated intelligent management of dairy plants for eco-friendly, high-level 

products. 

Keywords - Dairy production optimization, Tuple aggregation, CNN-LSTM, Reinforcement learning, Anomaly detection, 

Spatiotemporal analysis, Predictive maintenance, Supply chain management, Milk quality prediction, Industry 4.0. 

 

1. Introduction  
The global dairy industry is witnessing a tremendous 

technological revolution driven by the consumer requirement 

for high quality, minimal wastage of available resources and 

efficient production practices [1]. Today, many dairy facilities 

are still manually controlled, using fixed-in-place control 

systems and reactionary quality assurance systems that are no 

longer capable of dealing with today’s production 

environments [2]. Besides such traditional tasks, in-line 

monitoring, anomaly detection, and predictive analytics are in 

demand more and more to optimize machinery, influence the 

contemplated equipment , and work continuously for supply 

chain logistics [3, 4]. 

 

Recent developments in deep learning have shown 

promise in processing large-scale, heterogeneous data from 

production sites [5, 6]. In this regard, Convolutional Neural 

Networks CNNs are suitable for extracting spatial features 

from sensory data. On the other hand, Long Short-Term 

Memory LSTM networks have better performance in 

modeling temporal dependencies [7]. That said, these methods 

are sound in many respects. However, they also tend to be 

static decision models, weak at real-time anomaly detection 

and operational control, and these issues can be overcome by 

some Reinforcement Learning (RL) techniques [8]. 

 

To solve the above limitations, Optimized CNN-LSTM 

Tuple Aggregation with reinforcement learning-based 

anomaly detection to transform the real-time operation of 

dairy plants is introduced in this research [9]. This proposed 

system can conduct comprehensive spatiotemporal analysis 

by aggregating tuple-based data flows from multiple 

subsystems such as temperature sensors, equipment fault 

diagnostics, and quality control outputs, identifying 

production anomalies, and predicting equipment breakdowns 

in advance [2]. 

 

Despite advances in deep learning for industrial analytics, 

there is a considerable need for further research in developing 

predictive modeling with  real-time control in the dairy 

industry. CNN-LSTM-based models for pattern recognition 

and prediction are successful; however, they passively 
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identify events without any possibility of adaptation or real-

time optimization from anomalies encountered. This last 

limitation is particularly challenging when the process is not 

static, and decisions are needed quickly to avoid equipment 

failure, wastage, and loss of production quality. Filling this 

gap with a framework that not only processes spatiotemporal 

data but also actuates on the environment to achieve desired 

operational results is the focus of this work. 

 

The key contributions of this work are: 

 Developing a robust tuple aggregation mechanism to 

handle real-time, diverse, high-frequency data. 

 Integrating CNN-LSTM for accurate spatiotemporal 

feature extraction in dairy production processes. 

 Implementing reinforcement learning to detect anomalies 

and suggest corrective actions dynamically. 

 Validating the framework on real-world datasets with 

measurable productivity, milk quality, and supply chain 

efficiency improvements. 

This paper is organized as follows: Section 2 introduces 

the related works in innovative dairy production and deep 

learning applications. The system architecture and 

methodology are presented in Section 3. Section 4 describes 

experimental configurations and the evaluation of the 

performance. Results are discussed in Section 5, and a 

conclusion and future prospects are summarized in Section 6. 

2. Related Works 
In recent years, Artificial Intelligence (AI) and Machine 

Learning (ML) have exploded to improve dairy farm 

management aspects, such as milk yield prediction, animal 

health surveillance, and process automation. Such 

methodologies usually draw on vast amounts of data – from 

milk yield and environmental data to feeding information and 

genetic traits – to create decision-support systems that help 

efficiently manage farm resources. This study used Machine 

Learning and AI to develop Decision Support Systems (DSS) 

models for dairy farming. With massive data, including milk 

records, environmental data, and genetic information, the 

research goal is for milk production prediction and a complete 

understanding of the key factors affecting milk production to 

utilise the breeding resource broadly [10]. It further processes 

the data together with the expert evaluation to analyze how 

quality figures (indices) and reports real-time information to 

the operator, which is decisive for effective herd management 

and feeding costs [11]. Ten various deep learning methods 

were compared. The study claims that milk production is an 

autoregressive process, and the environmental factors cannot 

capture the external effects [12].  

 

The approach presents a method for mastitis detection 

using deep learning to combine udder temperature and size 

features. YOLOv7 detects the eye and udder regions, while 

CenterNet detects the udder key points [13]. The system is 

based on deep learning models for extracting entities and 

relationships, which allows direct answering of questions in 

natural language while giving insights into cow health and 

management [14]. The study discusses an intelligent dairy 

product identification algorithm integrating machine vision 

and AI based on production line statistics. Using the 

YogDATA datasets, which contain images of yoghurt cups, 

Mask R-CNN and YOLOv5 are trained and validated [15].  

 

The approach combines Augmented Reality (AR) and 

deep learning for estrus detection and cow identification. 

YOLOv5 detects mounting behavior, identifies cows, and 

achieves high accuracy in mounting detection (mAP = 

94.5%), ROI identification (mAP = 95.4%) and cow ID (mAP 

= 83.2%) [16]. The research establishes a thermal imager and 

deep learning-based mastitis identification method. The first 

classification must be performed with image-enhancement 

algorithms and multi-scale scSE-DenseNet-201 [17]. The 

proposed model utilizes the combination of CBAM, 

GhostConv, and segmentation heads to circumvent the 

detection of cows, obstacles, and road targets. It achieves 

excellent precision, recall and mAP on experimental data, 

allowing it to be implemented on embedded devices [18].  

 

A new model, namely Res-DenseYOLO, for detecting 

dairy cow behaviors, including drinking, feeding, lying, and 

standing, is proposed in this study. Specifically, the model 

consists of dense modules, a CoordAtt attention pathway, and 

multi-scale detection heads to enhance feature representation 

and accurate detection of small targets [19]. The Bilateral filter 

refines the image details, and the MobileNetV3 architecture 

and multi-scale feature pyramid network optimize the target 

detection.  

 

This system allows automatic mastitis recognition [20]. 

The model leveraged supervised machine learning to forecast 

milk yield, fat, and protein content is given weather and feed 

data-high accuracy, except for the model for all cows with 

similar heat tolerance between both cows. Conventional dairy 

farms are proposed to use an AI system to reduce heat stress 

and malt quality [21].  

 

The study reports establishing a computer vision system 

based on a deep learning approach to identify individual cows, 

recognize their location, and track their trajectories. Precision-

recall scores are moderate for the YOLO neural network 

trained on cow coat patterns [22]. The approach adopts 

R2Faster R-CNN, a horizontal-oriented object detection 

framework, for detecting cow teats in rotary milking systems. 

With high AP and low orientation error, the model facilitates 

accurate teat cup attach points in automatic milking devices 

[23]. The model develops a deep convolutional neural network 

trained on MIR spectra and obtains high accuracy, sensitivity, 

and specificity. Synthetic data augmentation improves model 

performance, allowing for early bTB detection in dairy herds 

[24].  
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This paper proposes a new combination of CNN-LSTM 

and Reinforcement Learning (RL) for real-time dairy 

production optimization, which previous studies have not 

considered. In contrast to previous works that consider spatial 

modelling (e.g., using the topology information) or temporal 

modeling (e.g., in attribute propagation) only, our framework 

supports pervasive spatiotemporal analysis and adaptive 

control. The system can detect anomalies using tuple-based 

data aggregation and RL-inspired decision-making, making it 

more advanced than static or passive modes. 

 

3. Proposed Methodology 
This uncertainty inspired the development of an 

Optimized Deep Learning-Powered Tuple Aggregation 

Framework to classify and track real-time environmental data 

streams across many disparate sources in a dairy production 

setting. The framework is initiated with a dataset of tuple data 

values produced from several process stages, including 

records of machine performance, environmental sensors, and 

quality criteria checks. These tuples are structured and 

unstructured data associated with spatial and/or temporal 

attributes and are collected in a unified data pipeline, into 

which a preprocessing, normalization, and synchronization 

process may be applied. We first apply the CNN component 

on the sensor data to learn discriminative spatial feature maps, 

which can capture localized activity patterns such as 

temperature change, pressure variation, and mechanical 

behaviour across different processing units. After spatial 

analysis, the LSTM method uses the network to capture the 

time dependencies and sequential tendency, which can 

accurately predict the milk quality parameters and the 

machinery health in the spatial-temporal dimension. In order 

to improve the responsiveness of the system further, an RL-

based anomaly detection module is also incorporated, which 

continuously observes the processed outputs to identify 

operational anomalies and performance disruptions. RL agent 

learns to infer the system state and propose corrective actions, 

e.g., changing machine parameters, creating maintenance 

alerts, or redirecting jobs to reduce the disruption. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

   

 

Fig. 1 Optimized CNN-LSTM tuple aggregation framework with reinforcement learning 
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Figure 1 illustrates the schematic of the proposed 

framework for real-time improvement of dairy production. 

Information from multiple sources is first fed to CNN and 

LSTM modules to achieve spatial and temporal feature 

extraction, and then tuples are aggregated. Reinforcement 

learning-powered anomaly detection machines are used in 

production to predict milk quality, machine utilization, and 

preventive maintenance. The model supports sustainable, 

efficient and quality-focused dairy plant management. AI-

enabled end-to-end platforms not only predict issues but take 

corrective action adaptively in real-time to ever-changing 

production conditions, achieving best-in-class machine 

uptime, lesser wastages, quality milk and optimized supply 

chain. 

 

Through this hybrid deep learning approach, the 

framework enables intelligent decision-making and predictive 

maintenance, significantly advancing the automation and 

sustainability of modern dairy production plants. 

 

Step 1: Data Acquisition and Tuple Formation: Data is 

continuously generated from various subsystems in a modern 

dairy production environment. These data sources provide 

heterogeneous information, which must be collected and 

organized efficiently to support downstream deep-learning 

tasks. To handle this, defined tuples encapsulate multi-

dimensional data attributes, including spatial, temporal, and 

contextual information.  

3.1. Data Acquisition 

Real-time data is sourced from the following key 

components: Machine Performance Metrics: Let the machine 

parameters at time t be represented as:  

𝑀𝑡 = {𝑆𝑡 , 𝑃𝑡 , 𝑇𝑡}                                           (1) 

Where: 𝑆𝑡= Motor speed (RPM) at time 𝑡, 𝑃𝑡= Pressure 

(Pa) at time 𝑡, 𝑇𝑡= Machine temperature (C) at time 𝑡. 

3.1.1. Environmental Sensor Readings 

Environmental conditions influencing production are 

given by: 

𝐸𝑡 = {𝐻𝑡 , 𝐴𝑇𝑡}                                         (2) 

Where: 𝐻𝑡=Humidity (%) at time 𝑡, 𝐴𝑇𝑡= Ambient 

temperature (C) at time 𝑡. 

3.1.2. Quality Control Data 

Milk quality parameters measured during production are:  

𝑄𝑡 = {𝐹𝑡 , 𝑃𝑅𝑡 , 𝑃𝐻𝑡}                                         (3) 

Where: 𝐹𝑡= Fat content (%) at time 𝑡, 𝑃𝑅𝑡= Protein level 

(%) at time 𝑡, 𝑃𝐻𝑡= pH level at time 𝑡. 

3.1.3. Supply Chain and Logistics Data 

To track product movement and storage status: 

𝐿𝑡 = {𝑆𝑆𝑡 , 𝐷𝑆𝑡}                                              (4) 

Where: 𝑆𝑆𝑡= Storage status (capacity utilization %) at 

time 𝑡, 𝐷𝑆𝑡= Delivery schedule adherence (minutes delayed or 

early) at time 𝑡. 

3.2. Tuple Formation 

To integrate these heterogeneous data sources into a 

unified processing framework, define a tuple 𝑇𝑈𝑃𝑡  at time 𝑡 
as: 

𝑇𝑈𝑃𝑡 = (𝑀𝑡 , 𝐸𝑡 , 𝑄𝑡 , 𝐿𝑡 , 𝑡)                                          (5) 

Explicitly, 

𝑇𝑈𝑃𝑡 = ({𝑆𝑡 , 𝑃𝑡 , 𝑇𝑡}, {𝐻𝑡 , 𝐴𝑇𝑡}, {𝐹𝑡 , 𝑃𝑅𝑡 , 𝑃𝐻𝑡}, {𝑆𝑆𝑡 , 𝐷𝑆𝑡}, 𝑡)
   (6) 

 

Where: 𝑀𝑡 , 𝐸𝑡 , 𝑄𝑡 , 𝐿𝑡 are the data from the respective 

subsystems, 𝑡 is the timestamp for sunchronization across all 

data sources. 

 

3.3. Spatial, Temporal, and Contextual Attributes 

For advanced processing, each tuple is enriched with: 

 Spatial Attributes: Indicating the physical location or 

section of the plant where the data originated (e.g., 

pasteurization unit, cooling system, storage area). 

 Temporal Attributes: Timestamps t to maintain time-

series integrity, enabling sequence learning via LSTM 

networks. 

 Contextual Attributes: Metadata such as machine IDs, 

batch numbers, or operator IDs for traceability and deeper 

analysis. 

3.4. Continuous Data Stream Representation 

For real-time analysis, tuples form a continuous 

sequence: 

 

𝐷 = {𝑇𝑈𝑃1, 𝑇𝑈𝑃2, 𝑇𝑈𝑃3, … , 𝑇𝑈𝑃𝑛}                                  (7) 

Where n represents the total number of data points 

collected for a measurement period. By formatting production 

data as tuples, the model is compatible with the CNN-LSTM 

architecture and can accurately extract spatiotemporal 

patterns, which is crucial for the downstream reinforcement 

learning-based anomaly detection module. 

Step 2: Data Preprocessing and Aggregation 

After tuples are formed, the data must be preprocessed to 

be clean, synchronized, and well-aggregated for deep 

learning.  
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3.4.1. Data Cleaning 

Raw data may contain Noise (𝑁𝑡) and Missing Values 

(𝑀𝑉𝑡). The cleaned tuple 𝑇𝑢𝑝𝑙𝑒𝑡
′ is obtained as: 

𝑇𝑢𝑝𝑙𝑒𝑡
′ = 𝑇𝑢𝑝𝑙𝑒𝑡 − (𝑁𝑡 +𝑀𝑉𝑡)                                (8) 

𝑇𝑢𝑝𝑙𝑒𝑡=Original tuple at time 𝑡, 𝑁𝑡= Noise in the data (e.g., 

sensor errors, fluctuations), 𝑀𝑉𝑡= Missing values (handled via 

interpolation or imputation). 

3.4.2. Time Synchronization 

Each data source has different timestamps 𝑡1, 𝑡2, … , 𝑡𝑛. To 

ensure consistency, all data is synchronized to a standard 

timeline 𝑡𝑠𝑦𝑛𝑐: 

𝑡𝑠𝑦𝑛𝑐 =
1

𝑛
∑ 𝑡𝑖
𝑛
𝑖=1                                    (9) 

Where 𝑛 is the number of data sources, this ensures all 

data points align correctly for temporal analysis. 

3.4.3. Tuple Aggregation 

The cleaned and synchronized tuples are aggregated into 

a unified dataset 𝐷 for deep learning: 

𝐷 = ⋃ 𝑇𝑢𝑝𝑙𝑒𝑡
′𝑇

𝑡=1                                 (10) 

Where: 𝐷 = Final dataset for CNN-LSTM input, 𝑇 = Total 

number of time steps. This aggregated dataset is now 

structured and ready for deep learning models to extract 

patterns and make predictions. 

Step 3: Spatial Feature Extraction using CNN 

After preprocessing, the clean and aggregated data D is 

passed to a CNN to extract spatial features. 

3.4.4. Input to CNN 

Let the input data at time 𝑡 be: 

𝑋𝑡 = 𝑇𝑢𝑝𝑙𝑒𝑡
′                       (11) 

This input 𝑋𝑡 contains all the relevant parameters 

(machine data, sensor data, quality control data, etc.). 

3.4.5. Convolution Operation 

The CNN applies filters (kernels) to detect important 

spatial patterns: 

𝐹𝑡 = 𝑋𝑡 ∗ 𝐾                                          (12) 

Where 𝐹𝑡= Feature map at time 𝑡, 𝑋𝑡= Input tuple data, 

𝐾= Convolution filter (kernel), ∗= Convolution operation. 

This step captures local dependencies, like detecting specific 

behaviors such as: 

 Sudden temperature changes. 

 Pressure spikes. 

 Abnormal quality readings. 

3.4.6. Activation Function 

After convolution, apply an activation function like ReLU 

(Rectified Linear Unit) to introduce non-linearity: 

𝐴𝑡 = 𝑅𝑒𝐿𝑈(𝐹𝑡)                            (13) 

Where: 𝐴𝑡= Activated feature map at time 𝑡, 𝑅𝑒𝐿𝑢(𝑥) =
max(0, 𝑥). 

3.4.7. Pooling Operation 

To reduce the size and focus on the most important 

features: 

𝑃𝑡 = 𝑃𝑜𝑜𝑙(𝐴𝑡)                           (14) 

Where: 𝑃𝑡= Pooled feature map. 

3.4.8. Spatial Feature Vector 

The final output from the CNN after flattening the feature 

map is: 

𝑆𝑡 = 𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝑃𝑡)                           (15) 

Where 𝑆𝑡 is the spatial feature vector that captures key 

spatial characteristics at time 𝑡. 

Step 4: Temporal Feature Extraction using LSTM 

After spatial feature extraction using CNN, the spatial 

feature vector is obtained. 𝑆𝑡 at each time step 𝑡. These are 

passed to an LSTM network to learn temporal (time-based) 

patterns across the data sequence. 

3.4.9. Input Sequence to LSTM 

The input to LSTM is the sequence of spatial feature 

vectors over time: 

{𝑆1, 𝑆2, 𝑆3, … , 𝑆𝑇}                               (16) 

Where: 𝑆𝑡= Spatial feature vector at time 𝑡, 𝑇= Total 

number of time steps. 

LSTM Cell Operations 

For each time step 𝑡, LSTM computes: 

Forget Gate 

Determines which past information to forget: 

 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑆𝑡] + 𝑏𝑓)                (17) 

Input Gate 

Decides what new information to store: 
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𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑆𝑡] + 𝑏𝑖)                          (18) 

Cell State Update 

Updates the memory of the network: 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ tanh(𝑊𝐶 ∙ [ℎ𝑡−1, 𝑆𝑡] + 𝑏𝐶)             (19) 

Output Gate 

Determines the output at time 𝑡: 
𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑆𝑡] + 𝑏𝑜) (20) 

Hidden State 

The final temporal feature at time 𝑡: 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡)   (21) 

Where: ℎ𝑡=LSTM output (temporal feature) at time 𝑡, 𝜎= 

Sigmoid activation function, 𝑊𝑓 ,𝑊𝑖 ,𝑊𝐶 ,𝑊𝑜= Weight 

matrices, 𝑏𝑓 , 𝑏𝑖 , 𝑏𝐶 , 𝑏𝑜= Bias terms. 

Final Temporal Feature 

After processing the whole sequence, get a learned 

temporal representation: 

𝐻 = {ℎ1, ℎ2, ℎ3, … , ℎ𝑇}                 (21) 

Step 5: Anomaly Detection using Reinforcement Learning 

After extracting spatial features with CNN and temporal 

patterns with LSTM, an RL agent is deployed to monitor 

system outputs and detect anomalies in real time by learning 

optimal strategies. 

 
RL Environment Setup 

The dairy production system is modelled as an RL 

environment, where: 

 

State (𝑆𝑡) 
Current system status at time 𝑡 (e.g., machine health, milk 

quality score, operational flow). 

 

Action (𝑎𝑡) 
Decision made at time 𝑡 (e.g., adjust machine parameters, 

schedule maintenance, alert operators). 

Reward (𝑟𝑡) 
Feedback for the action taken: 

𝑟𝑡 =

{
+1, iftheactionimprovessystemstability/quality
−1, iftheactionleadstofurtherissuesorignoresanomalies

   (22) 

Q-Learning 

The agent uses Q-values to learn the best actions: 

𝑄(𝑆𝑡 , 𝑎𝑡) = 𝑄(𝑆𝑡 , 𝑎𝑡) + 𝛼 (𝑟𝑡 + 𝛾max
𝑎

𝑄(𝑠𝑡+1, 𝑎) −

𝑄(𝑆𝑡 , 𝑎𝑡))    (23) 

Where: 𝑄(𝑆𝑡 , 𝑎𝑡)= Value of taking action 𝑎𝑡 in state 𝑠𝑡, 
𝛼= Learning rate, 𝛾= Discount factor, 𝑟𝑡= Immediate reward, 

max
𝑎

𝑄(𝑠𝑡+1, 𝑎)= Estimated best future value. 

Step 6: Optimization and Decision-Making 

In this final stage, the framework integrates outputs from 

CNN (spatial features), LSTM (temporal patterns), and 

Reinforcement Learning (RL) (anomaly detection and 

corrective actions) to make optimized decisions that enhance 

the entire dairy production process. 

Objective Function for Optimization 

Here, define an overall optimization goal to maximize 

productivity while minimizing wastage and maintaining 

quality. 

Maximize𝐽 = 𝑈 −𝑊 + 𝑄 − 𝐶             (24) 

Where: 𝐽= Total performance score (objective function), 

𝑈= Machine utilization efficiency, 𝑊= Wastage (to 

minimize), 𝑄= Milk quality score, 𝐶= Operational costs. 

Decision Rule 

At each time 𝑡, the system uses predictions, and anomaly 

alters to decide on the best action 𝑎𝑡
∗: 

𝑎𝑡
∗ = argmax

𝑎
(𝑄(𝑠𝑡 , 𝑎) + 𝑃𝑡)                         (25) 

Where: 𝑎𝑡
∗= Optimal action at time 𝑡, 𝑄(𝑠𝑡 , 𝑎)= RL value 

of action 𝑎 in state 𝑠𝑡, 𝑃𝑡= Predicted benefit from CNN-LSTM 

insights.  

Dynamic Adjustments 

The system dynamically updates machine parameters 𝑀𝑡 

and supply chain operations 𝐿𝑡: 

𝑀𝑡 = 𝑀𝑡−1 + ∆𝑀                            (26) 

𝐿𝑡 = 𝐿𝑡−1 + ∆𝐿                          (27) 

Where ∆𝑀= Adjustments to machine settings, ∆𝐿= 

Adjustments to logistics (delivery schedules, storage 

conditions, etc.). 

Step 7: Output Generation and Continuous Learning 

At this final stage, the framework delivers real-time 

insights and learns from operational outcomes to improve 

performance. 
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Feedback Loop for Continuous Learning 

Once actions are taken, their outcomes 𝐹𝑡 (Feedback) are 

collected: 

𝐹𝑡 = Result(𝑎𝑡)                                  (28) 

 

Where 𝑎𝑡, is the action chosen by the RL agent, and 𝐹𝑡 is 

the observed outcome (positive or negative impact on the 

system). 

 

4. Results and Discussions 
The proposed Optimized CNN-LSTM Tuple Aggregation 

Framework with RL was evaluated on real-time dairy 

production data, assessing its performance across key metrics 

such as milk quality prediction accuracy, machine utilization, 

anomaly detection rate, wastage reduction, and overall 

productivity. Comparative analyses were conducted against 

traditional machine learning models such as Support Vector 

Machine (SVM), Random Forest (RF), and conventional 

LSTM-only architectures. 

4.1. Milk Quality Prediction Accuracy 

The integrated CNN-LSTM model demonstrated superior 

capabilities in predicting milk quality by effectively capturing 

spatial (sensor-based) and temporal (time-series) variations. 

As shown in Table 1, the proposed method achieved an 

accuracy of 97.2%, outperforming SVM and RF models that 

failed to capture complex, multi-dimensional relationships 

within the dataset. 

Table 1. Milk quality prediction accuracy (%) 

Model Accuracy (%) 

SVM 89.4 

Random Forest (RF) 91.2 

LSTM 94.8 

Proposed CNN-LSTM-RL 97.2 

 

 
Fig. 2 Comparison of model accuracy for dairy production optimization  

Figure 2 visually compares the accuracy of different 

models for dairy production optimization. The proposed 

CNN-LSTM-RL model achieves the highest accuracy 

(97.2%), outperforming SVM (89.4%), Random Forest 

(91.2%), and LSTM (94.8%). The results highlight the 

effectiveness of the proposed framework in enhancing 

prediction accuracy for real-time dairy production systems. 

4.2. Machine Utilization and Operational Efficiency 

The proposed framework achieved enhanced machine 

utilisation through anomaly detection and adaptive 

optimization via reinforcement learning. The system could 

identify operational inefficiencies and suggest real-time 

corrective actions, improving utilization rates from 84.5% to 

93.1%, as indicated in Table 2. This was significantly better 

than baseline models that lacked dynamic learning 

capabilities. 

 
Table 2. Machine utilization comparison 

Model Machine Utilization (%) 

Traditional Control 84.5 

LSTM-based System 88.0 

Proposed Framework 93.1 

 

Figure 3 presents the machine utilization percentage 

across three different approaches: Traditional Control 

(84.5%), LSTM-based system (88.0%), and the Proposed 

Framework (93.1%). The proposed CNN-LSTM-RL 

framework demonstrates superior machine utilization, 

emphasizing its efficiency in optimizing dairy production 

processes. 

 
Fig. 3 Comparison of machine utilization in dairy production systems  

 

4.3. Anomaly Detection Performance 

The reinforcement learning component of the framework 

played a pivotal role in identifying and mitigating anomalies. 

The performance result is presented in Table 3, and we can 

see that the proposed approach achieved a 95.6% anomaly 
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detection rate over traditional threshold-based and statistical 

anomaly detection methods. 

Table 3. Anomaly detection rate (%) 

Method Detection Rate (%) 

Statistical Thresholding 80.2 

Isolation Forest 87.5 

Proposed RL-based 

Detection 
95.6 

 
Fig. 4 Comparison of Anomaly Detection Methods in Dairy Production 

Figure 4 illustrates the detection rate of three different 

anomaly detection methods: Statistical Thresholding (80.2%), 

Isolation Forest (87.5%), and the Proposed RL-based 

Detection (95.6%). The proposed Reinforcement Learning 

(RL)-based detection system significantly outperforms 

traditional methods, ensuring more accurate anomaly 

identification in dairy production. 

 

4.4. Wastage Reduction 

By promptly identifying quality deviations and 

equipment failures, the system reduced milk wastage by 

approximately 32% compared to conventional operations, as 

shown in Table 4. 

Table 4. Milk wastage reduction comparison 

Method Wastage (%) 

Without Optimization 14.5 

LSTM-based Prediction Only 10.1 

Proposed Framework 6.8 

 

This bar chart illustrates the impact of different 

optimization techniques on wastage reduction in dairy 

production. The "Without Optimization" approach results in 

the highest wastage (14.5%), followed by the "LSTM-based 

Prediction Only" method (10.1%). The Proposed Framework 

significantly reduces wastage to 6.8%, demonstrating its 

effectiveness in optimizing resource utilization. 

The experimental results show the superiority of the 

CDN-LSTM-RL model over traditional and independent deep 

learning algorithms in handling the complexities of a real-life 

dairy production environment. Through the use of tuple-based 

aggregation, the system is capable of effectively handling 

various data forms and also delivers actionable knowledge. 

By reinforcement learning, an optimal framework for the new 

condition is maintained, which eases other works such as 

predictive maintenance, anomaly mitigation, etc. The 

combination of spatial, temporal, and adaptive learning 

models makes this approach robust for industrial applications. 

Moreover, the significant improvements in prediction 

accuracy, machine utilization, and anomaly detection validate 

the practical applicability of the proposed model. 

 
Fig. 5 Impact of Optimization on Dairy Production Wastage 

Reduced wastage and enhancement of supply chain 

logistics further solidify the model's potential for deployment 

in real-world dairy plants, contributing to sustainable and cost-

effective production. 

5. Conclusion 
This study proposed an Optimized CNN-LSTM Tuple 

Aggregation Framework integrated with RL to enhance real-

time dairy production management. The framework 

effectively processes multi-source production data, extracting 

spatial and temporal features to predict milk quality, optimize 

machine utilization, detect anomalies, and minimize wastage. 

The proposed system demonstrated superior performance over 

traditional models through extensive evaluation, achieving 

higher prediction accuracy, improved operational efficiency, 

and significantly reduced wastage. The reinforcement learning 

component enabled continuous monitoring and adaptive 

decision-making, ensuring proactive maintenance and 

optimized supply chain operations. The framework offers a 

robust, intelligent solution for modern dairy plants, supporting 

sustainable production with minimal losses and maximum 

productivity. This research paves the way for deploying 

advanced deep learning-driven automation in the dairy 

industry, ensuring consistent product quality and operational 

excellence in real-time environments.
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