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Abstract - The effective use of Speech Emotion Recognition (SER) for affective computing requires solutions to address several 

deployment problems, including class imbalance, insufficient deep architectures, and multi-level acoustic feature learning. The 

research presents Attention-Enhanced Residual Network (AER-Net), specifically addressing these major issues within deep 

learning architectures. AER-Net uses residual CNN blocks alongside Bidirectional LSTMs and a custom attention mechanism 

to process normalized Mel spectrograms and extract temporal and spectral emotional cues. The model employs adaptive 

pooling, regularization mechanisms, and class-weighted loss strategies to manage the class imbalance issue. AER-Net proves 

superior to traditional machine learning references in both CREMA-D and Dataverse speech emotion evaluations by achieving 

87.7% accuracy across all metrics, including F1-score, recall and precision. AER-Net flaunts exceptional capability to detect 

minor emotions, including "disgust" and "fear", which traditional models typically mistype. Through the integrated attention 

mechanism, the system automatically focuses on specific speech segments that are emotionally important. The scalable and 

generalizable AER-Net system makes progress toward the development of emotional intelligence in AI systems through its 

application to real-world SER platforms. Research demonstrates the necessity of developing superior feature extraction methods 

together with strong architectural techniques for making future emotion identification systems. 

Keywords - Acoustic feature extraction, Attention mechanism, Emotion recognition, Imbalanced data handling, Speech Emotion 

Recognition (SER) residual networks. 

1. Introduction 
The essential component within affective computing 

serves as Speech Emotion Recognition (SER) while it 

supports human-computer interaction and behavioural 

analytics. Numerous essential problems obstruct SER's 

performance and application opportunities across genuine 

world deployments. In spite of this advancement, a number of 

challenges remain unsolved, thereby restricting the 

performance and real-world implementation of SER systems. 

They are the following: (1) unbalanced emotion data, (2) less 

work in studying advanced deep learning models, and (3) 

under-exploitation of multi-level acoustic features. [1, 2]. 

Acquiring proper methods to address imbalanced datasets 

represents a continuing major challenge within voice emotion 

recognition. True-world databases of emotional speech 

patterns show unreasonable sample distribution since 

particular emotion classes receive minimal representation. 

Firstly, the unequal class distribution produces learning bias 

that diminishes performance outcomes, especially for 

minority class types [1]. Standard techniques for 

oversampling or under-sampling do not adequately suit deep 

learning models because they demand improved systems for 

controlling class distribution during the learning process. 

Second, Deep learning achievements in SER are limited 

by the unexploited potential of modern state-of-the-art 

architectures [3, 4]. Research in SER has failed to leverage 

modern innovations since current models utilize only basic 

CNNs [2, 5] together with LSTM-based pipelines [6]. The 

field of SER has not fully utilized contemporary innovations 

because recent breakthroughs in related domains prove 

successful with residual connections, gated activations, and 

attention mechanisms for image recognition and natural 

language processing. 

Third, Acoustic features that operate across multiple 

hierarchical levels remain an uncharted area when it comes to 

SER technology. Emotional cues embedded inside speech are 

completely ignored by prevailing systems that utilize acoustic 

features extending from MFCCs through raw spectrograms at 

basic levels of analysis [2, 7]. When acoustic representations 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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integrate the combination of spectral and temporal dynamics, 

they can greatly boost emotion identification as long as 

appropriate modelling techniques are applied. 

The proposed system develops AER-Net (Attention-

Enhanced Residual Network), a new deep learning 

architecture designed specifically for reliable speech emotion 

recognition. The AER-Net system collects acoustic multi-

scale features from normalized Mel spectrograms and applies 

residual CNN blocks and Bidirectional LSTMs [2, 5] with a 

specialized attention module. The network structure both 

detects detailed speech temporal patterns and spectral 

information and preserves dynamically significant emotional 

elements in speech audio. The technical solutions of adaptive 

pooling, regularization, and class-weighting perform well 

under uneven class distribution data [1]. 

The recent progress in deep learning, such as CNNs, 

RNNs, LSTMs, and attention-based models, transformed the 

field of SER [8] as features of raw speech can also be learned 

in an end-to-end manner. Standard benchmarking datasets, 

including IEMOCAP and RAVDESS, have been useful 

towards model development and evaluation, but others, such 

as class imbalance, lack of diversity in the datasets, as well as 

bias in different demographic populations are yet to be 

addressed. These endemics explain why architectures must be 

robust, fair, and interpretable the driving force of the research 

in this work. 

2. Literature Survey 
The fields of emotion recognition, sentiment analysis, and 

affective computing have witnessed tremendous growth over 

the past few years, driven by the increasing availability of 

multi-modal data and advancements in artificial intelligence 

[9, 10]. The interdisciplinary disciplines of Emotion 

Recognition (ER) and Sentiment Analysis (SA) have become 

the object of increasing interest on the part of academia and 

industry because of their power to revolutionize human-

machine interaction, healthcare, security, and other critical 

fields [2-4, 11]. The literature review outlines modern 

development trends while discussing existing technical 

obstacles across multiple research fields using various studies 

about divergent data types, state-of-the-art learning methods, 

fairness considerations, innovative model assessment and data 

processing techniques. 

2.1. Traditional Approaches: Speech Emotion Recognition 
Speech Emotion Recognition (SER) investigators utilize 

both established machine learning techniques and 

contemporary deep learning methodologies. The first SER 

approaches depended on traditional machine learning models 

to analyze speech signals, including Support Vector Machines 

(SVM), Gaussian Mixture Models (GMM) and k-nearest 

Neighbor (KNN) together with Hidden Markov Models 

(HMM) [12]. Researchers extracted two handcrafted features, 

Mel-Frequency Cepstral Coefficients (MFCCs) and 

perceptual linear prediction (PLP) cepstral coefficients, as 

fundamental components for their investigative approach [8]. 

However, the common classifiers used for audio processing 

demonstrate limitations regarding both noisy conditions and 

their ability to process extended samples of sound [12]. 

2.2. Speech Emotion Recognition Using DL Model 

Recent studies have been paying a lot of attention to 

addressing the shortcomings of the classical methods, while 

deep learning architecture overcomes these limitations. A 

combination of Deep Neural Networks (DNNs), 

Convolutional Neural Networks (CNNs) and Recurrent 

Neural Networks (RNNs) with variants LSTMs and BiLSTMs 

demonstrates effective capability in discovering important 

characteristics from raw speech data [8]. Questions in SER 

systems receive improvements through enhancement research 

using ViT [12] and RA-GMLP alongside other modern 

framework architectures. Numerous studies continue to assess 

system performance on current speech emotion datasets while 

developing solutions for noise reduction [8]. 

The research field of Speech Emotion Recognition (SER) 

constitutes a vital topic because speech acts as the natural and 

essential human communication method that naturally reveals 

vast emotional data [4, 13, 14]. Traditional SER systems 

depended on human-made acoustic features as well as 

classical machine learning classifiers like Mel-Frequency 

Cepstral Coefficients (MFCCs) [2], among others [15]. The 

field has undergone a major change toward automatic learning 

of subtle speech-based emotional features through deep 

learning methods [7]. Several deep neural network 

architectures now lead SER research, including Convolutional 

Neural Networks (CNNs) [5] and Recurrent Neural Networks 

(RNNs) that primarily use Long Short-Term Memory (LSTM) 

networks and Bidirectional LSTMs (BiLSTMs) [2, 5] as well 

as Transformers [6, 3, 13, 14, 16]. Research using RA-GMLP 

TFCM and HDC produced a new structure that successfully 

analyzed temporal and spectral emotional cues in MFCC 

features to achieve the highest IEMOCAP performance at 

75.31% WA and 75.09% UA. Researchers widely use the 

IEMOCAP dataset to benchmark SER research because it 

contains dyadic conversations between ten professional 

English-speaking actors [3, 4]. 

2.3. Textual Sentiment Analysis 

Research using Sentiment Analysis (SA) for textual data 

processing has matured. Many traditional machine learning 

algorithms, namely Naive Bayes, Maximum Entropy and 

Decision Trees, Random Forests and Support Vector 

Machines, have proven effective for identifying sentiment in 

textual data [17]. Natural Language Processing techniques 

used for processing and extracting features from text data 

through Natural Language Processing methods [17, 18] 

achieved their best results with BERT and RoBERTa models 

in sentiment analysis [19]. The research community has put 
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efforts into solving particular text-based SA obstacles by 

creating data augmentation methods that enhance model 

generalization and balance datasets [1]. The research has 

introduced synonym replacement based on WordNet 

resources [1, 20], alongside back-translation and BERT 

embedding contextual synonym replacement, which is 

evaluated by comparing both the translation volume and 

semantic fidelity to the original text [1]. Sentiment analysis 

features widely in multiple domains for social media 

evaluation [9, 21-24], and product assessment [9, 25], along 

with event response comprehension. Research has actively 

focused on developing sentiment analysis resources with 

Bengali and Malay datasets through manual collection from 

social media networks, including Facebook, Twitter and 

online communication platforms [25, 26]. 

SA of Text has experienced crucial advancements 

throughout the years [27-30]. The previous analysis methods 

relied on lexicon-based techniques with Naive Bayes and 

Support Vector Machines (SVMs) in conjunction with Bag of 

Words (BoW) features [31]. The emergence of pre-trained 

linguistic models and deep learning methodologies have 

significantly transformed the complete regime [32]. BERT 

and RoBERTa have proven their state-of-the-art capability 

through their ability to understand text relationships within the 

context, which led to superior sentiment analysis performance. 

The research community invests efforts into resource 

development while studying the sentiment analysis 

peculiarities in low-resource languages such as Hindi [33].   

The progression of a specialized Hindi Speech Corpus 

includes 225 audio files, which expert annotators marked for 

both sentiment and intensity throughout the entire collection. 

The body of work enhances knowledge about positive 

expressions in Hindi while creating useful resources for 

language research investigations [33]. Research on bullet 

screen comment sentiment analysis introduced two methods 

using the MIBE neologism recognition algorithm to create a 

damaged domain lexicon while employing the RoBERTa-FF-

BiLSTM sentiment analysis model [29]. The growing role of 

Natural Language Processing (NLP) and speech analysis 

across various fields. The research investigated a "One-Core 

Three-Integrations" vocal music teaching model through 

NLP-based emotional semantic analysis that both evaluated 

student singing emotive expressions and strengthened their 

performance in music classrooms [34]. Automated free speech 

analysis distinguished AD patients from bvFTD patients with 

this approach by showing AD patients used fewer nouns and 

bvFTD patients employed more third-person references while 

the machine learning classifiers achieved AUC scores 

reaching 0.83 levels [35, 36]. 

Studies on under-resourced speech technology managed 

to construct an Automatic Speech Recognition system for 

Kazakh through innovative research approaches. Researchers 

utilized MFCC features with HMM-based models, deep 

learning systems, and transfer learning concepts from 

resource-rich languages to enhance their system effectiveness 

[36]. Researchers of the "Voice of Feeling" project applied 

Convolutional Neural Networks (CNNs) to explore voice 

emotion detection. The project utilized MFCCs to extract 

pitches, tones, and timbres, which enabled real-time detection 

through a resilient system that supported multiple languages 

and had open-source capabilities and noise tolerance [37]. 

Technological developments in emotional detection and 

spoken word interpretation enable new solutions throughout 

educational institutions, mental healthcare systems, virtual 

helper systems, and language accessibility services. 

2.4. Multi-Modal Emotion and Sentiment Analysis 

The emergence of Multi-modal Emotion Recognition and 

Sentiment Analysis (MSA) represents a significant trend in 

the field because researchers try to combine complementary 

information from speech together with text and video data [9, 

38]. MSA systems can reach higher accuracy and robust 

sentiment detection through information combinations from 

various sources when operating in real-life situations. 

Different fusion techniques are under investigation to 

effectively merge cross-modality features through early fusion 

and late fusion and advanced approaches based on attention 

mechanisms and Transformer networks [9, 38, 39].  

MSA and emotion recognition happen through a single-

stream Transformer approach in the SS-Trans model. The 

accuracy of MSA receives improvement through newly 

developed models named Intermediate Feature Fusion 

Sentiment Analysis (IFFSA) and Bilinear Fusion Sentiment 

Analysis (BFSA that employ pre-trained models BERT and 

GPT-2 for text and ResNet and VGG for video [39]. Creating 

multi-modal datasets proves essential for scientific research 

within this field because researchers are now working to 

establish textual audio-visual datasets from YouTube for 

languages including Malay. Multiple applications of MSA 

exist across various fields, from child safety video sentiment 

evaluations to better content moderation systems, according to 

[23, 39].  

Multi-modal Emotion and Sentiment Analysis (MSA) is 

experiencing increasing popularity because people express 

their emotions through a mix of speech text and visible cues 

[4, 11, 40]. The integration of data from various sources within 

MSA systems functions to construct a deeper comprehensive 

analysis of affective states, according to [2, 41]. Different 

approaches to modal feature fusion have been researched, 

incorporating attention mechanisms and Transformer-based 

system designs to achieve effective integration [6]. A 

sophisticated architectural framework known as the Cross-

Modal Fusion Network with Emotion-Specific Attention 

(CFN-ESA) has been meticulously developed and proposed 

for the nuanced task of emotion recognition within 

conversational contexts, demonstrating a superior 

performance that surpasses established baseline models across 
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the well-regarded MELD and IEMOCAP datasets by adeptly 

integrating and leveraging the interrelations among textual, 

acoustic, and visual modalities in a cohesive manner [7].  

The MELD dataset characterizes itself as more 

demanding than the dyadic IEMOCAP dataset because its 

conversations involve five participant interactions on average 

[2]. Researchers utilize video sentiment analysis to merge 

hybrid recommender systems in virtual art to enhance user 

satisfaction and deliver dynamic adaptive content [41].  

Moreover, the CMU-MOSI dataset, a multi-modal dataset 

of online opinion videos with sentiment and subjectivity 

annotations, is a valuable resource for MSA research. The 

MM-TTS system is a unified framework that merges various 

emotional data sources to form emotionally expressive speech 

while solving the issues in pure single-modality synthesis 

[32]. The study investigates how to produce 3D gestures with 

emotional content based on audio input, while classifiers for 

emotional gestures help maintain gesture congruence with the 

audio tone [42]. 

2.5. Bias Detection and Auditing 

The research field concentrates on vital ethical aspects of 

sentiment analysis algorithms through multiple studies that 

detect biases and develop auditing approaches. The research 

investigates bias within three popular sentiment analysis tools, 

including Perspective API, Text-Blob, and VADER, amongst 

specific racial and gender categories [43]. The identification 

followed by the elimination of biases represents a crucial 

requirement to reach equitable application of sentiment 

analysis systems across all domains.  

 

Systematic literature reviews function crucially to 

combine information about emotional recognition sentiment 

analysis and affective computing fields [3, 44, 45]. The 

reviews help researchers better understand methodologies, as 

well as review datasets, applications, and research challenges 

for future development. Research into emotion recognition 

using EEG techniques, as seen in 609 studies from 2018 to 

2023, demonstrated improved methods and the ability to 

combine physical and physiological measurement approaches.  

 

The research followed three distinct patterns, including 

studies that used one form of modality and those exploring 

different physical-based modalities, distinct physiological 

modalities, or combinations of physical and physiological 

modalities. A review study concentrated on recognizing 

emotions using text, audio, and visual data while highlighting 

essential fusion strategies and unmet improvement areas [9].  

 

Developing trustworthy emotion and sentiment analysis 

systems requires bias elimination and fairness protection for 

all demographic groups [28, 46]. Research exposes the 

necessity to integrate gender demographics into audio 

sentiment analysis because the accuracy level of one analytical 

model differs between male and female populations [3, 28]. 

The scientific community explores model-building strategies 

to lower bias patterns by adding demographic variables into 

models76. These technologies need proper deployment 

because ethical considerations prevent their use to expand 

existing social biases or new ones [28, 46]. 

 

2.6. Addressing Data Scarcity: SER 

Research attempts to address the vital data deficiency 

problem in SER through the development of different data 

augmentation strategies. The synthesis of text generated by 

GPT-4 through Large Language Model protocols produces 

emotionally congruent content for emotional speech 

production with Azure TTS emotional Text-to-Speech models 

[3]. The synthetic data adds to real-world datasets, so the SER 

performance becomes more enhanced. The research verified 

through experiments utilizing the IEMOCAP dataset that data 

augmentation techniques using synthetic speech generated by 

this method yielded superior results than alternative 

augmentation methods.  

EMO-SUPERB benchmark initiative supports open-

source development in SER by providing a codebase 

framework that evaluates 15 state-of-the-art SSLMs across six 

open-source SER datasets [3].  

Reproducibility and data leakage issues are solved 

through the standardized partitions provided by EMO-

SUPERB. ChatGPT has been employed within the EMO-

SUPERB framework to relabel data based on natural language 

descriptions provided by annotators, leading to an average 

relative gain of 3.08% in performance [3, 14].  

There is a continuous need to develop more robust and 

noise-resistant Speech Emotion Recognition (SER) systems, 

potentially through advancements in feature learning and 

model architectures [12, 47].  

Cross-lingual transfer learning for low-resource 

languages remains a significant challenge and opportunity 

[40], and the scarcity of high-quality data for certain languages 

and emotional states necessitates effective data augmentation 

and synthesis techniques [14].  

Furthermore, exploring a more effective and interpretable 

blend of Multi-Modal Sentiment Analysis (MSA) techniques 

is crucial for building accurate and transparent systems [48]. 

Addressing the ethical implications [2], particularly 

concerning bias and fairness. 

Future research should also emphasize the development 

of interpretable models, the exploration of temporal dynamics 

of emotions in longer sequences, and the extension of these 

technologies to more diverse, real-world scenarios [2, 4]. 
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Fig. 1 AERNet architecture: emotion recognition 

 

Moreover, the creation of large-scale, high-quality multi-

modal datasets across diverse languages and domains is 

essential for training and evaluating advanced models [24, 26, 

45], alongside the development of standardized benchmarks 

and tackling reproducibility issues [3]. The integration of 

emotion and sentiment analysis with other AI domains, such 

as natural language generation [9, 33], human-computer 

interaction [12], human-robot interaction [40, 41], and 

healthcare [21], offers exciting avenues for future research and 

application.  

2.7. Critical Summary of Literature 

With the outstanding improvements, the existing SER and 

SA systems do not lack some limitations. These are robustness 

to noises, cross-lingual adaptability, moral clarity, and 

convergence functionality in MSA. However, there is still an 

urgent demand for high-quality multi-modal datasets of large 

scale that are representative of a variety of languages and 

situations. Developing more interpretable models, their closer 

junction with other fields of AI (e.g., human-robot interaction, 

healthcare), and better methods of temporal-emotion 

modeling also should be considered a priority of future 

research. Overcoming these shortcomings will be the point of 

emphasis in developing emotionally intelligent systems that 

are both equitable, extensible, and context-sensitive. 

3. Methodology and Implementation 
The AER-Net model receives a methodological 

framework and technical implementation explanation in this 

section because it is designed for acoustic emotion 

recognition. As shown in Figure 1, the pipeline includes 

primary activities for preparing the dataset and feature 

extraction for designing the model architecture before starting 

training, which follows benchmark testing of classical 

algorithms. AER-Net utilizes its specific design features to fill 

essential gaps within domain research by solving three major 

challenges involving class imbalance resolution, deployment 

of deep learning advancements, and representation of multi-

level acoustic characteristics. 

3.1. Dataset Description and Preprocessing 

Two benchmark corpora-CREMA-D [49] and a publicly 

available Dataverse speech dataset [50] were employed for 

training and evaluation. Both datasets include audio samples 

annotated with six core emotional states: angry, fear, happy, 

disgusted, sad and neutral. 

Each .wav file was parsed to extract emotion labels using 

custom heuristics suited to the filename structure of each 

dataset [23, 39]. To ensure uniform input representation, audio 

files were resampled to 22,050 Hz and trimmed or padded to 

a fixed duration of 3 seconds. This uniformity facilitates 

consistent learning during neural network training and 

prevents shape-related errors during batch processing. 

3.2. Acoustic Feature Extraction 

For each audio file, a 128-bin Mel spectrogram was 

computed using the librosa library. This time-frequency 

representation captures perceptually relevant energy 

distributions [2, 7]. As illustrated in Figure 2, the spectrograms 
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CNN Feature Extractor 

Reshape to Sequence 

Time                        Features 
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were converted to a decibel scale and normalized to zero mean 

and unit variance to improve training convergence. The step 

makes the features scale-invariant and increases the model's 

generalisation to varying recording conditions. 

These Mel-spectrograms were then transposed to 

maintain time along the primary axis, yielding tensors of shape 

(time, frequency), which serve as the foundational input 

features to the neural network. 

 
Fig. 2 Audio feature processing funnel 

3.3. Label Encoding and Input Formatting 

As shown in Figure 3, the categorical emotion labels were 

converted to integer encodings using Label-Encoder. Given 

variable sequence lengths in the spectrograms (due to signal 

content variations), each sample was padded with zeros along 

the temporal dimension to match the length of the longest 

feature map [7]. All samples were then expanded with an 

additional channel dimension to make them compatible with 

2D convolutional layers, resulting in a final shape of (time, 

frequency, 1). A stratified train-test split (80:20) was 

performed to preserve label distribution, mitigating class 

imbalance at the partitioning level. This approach ensures fair 

evaluation across all emotion classes and avoids skewed 

performance metrics. 

3.4. Proposed AER-Net 

AER-Net is a hybrid deep learning architecture that 

synergizes CNNs, BiLSTMs [5], and an attention mechanism.  

The network is architected as follows: 

3.4.1. Convolutional Backbone 

Three sequential convolutional blocks extract 

increasingly abstract spatial features from the input 

spectrograms. These blocks employ a progression of 

activation functions ReLU, ELU, and GELU alongside batch 

normalization and max pooling. The third block includes a 

residual connection to preserve low-level information and 

facilitate deeper gradient propagation.  

 
Fig. 3 Emotion data preprocessing 

3.4.2. Temporal Modeling with BiLSTM 

Feature maps are reshaped and passed into a Bi-LSTM 

layer, enabling the model to learn both forward and backward 

temporal dependencies, which are crucial in identifying 

temporal transitions in emotional cues [5]. 

3.4.3. Attention Mechanism 

Each timestep is given a dynamically learned weight by a 

custom attention layer, and the network is able to concentrate 

on emotionally salient sections of the speech signal. This 

module amplifies relevant emotional markers while 

suppressing noise or neutral content.  

 

Figure 4 demonstrates improved emotion detection by 

using a cyclic process that combines preprocessing with 

learning alignment and classification. 

 

3.4.4. Dense Layers for Classification 

The attention-weighted output passes through two fully 

connected layers activated by ReLU and Tanh, respectively 

before reaching a final softmax classifier that predicts the 

emotion class [6]. 

 

Through this multi-stage architecture, AER-Net achieves 

multi-level acoustic feature learning, extracting low-level 

spectral patterns via CNNs, modeling sequential dynamics via 

RNNs, and distilling high-salience information via attention. 
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Fig. 4 Attention-enhanced residual network 

 

3.5. Model Compilation and Training 

The model was assembled on the Adam optimizer and the 

learning rate of 1e-4 and trained on the sparse categorical 

cross-entropy loss. To deal with the issue of class imbalance, 

the training regime is used: 

a. Early stopping is needed to avoid overfitting in dominant 

classes. 

b. Learning rate schedule using ReduceLROnPlateau to 

adaptively fine-tune learning. 

c. Dropout layers to regularize the network and enhance 

generalization. 

Training was conducted over 50 epochs with a batch size 

of 32. Validation loss was monitored to restore the best model 

weights, ensuring optimal performance on unseen data. 

3.6. Benchmarking with Classical Algorithm 

To evaluate AER-Net’s efficacy, two traditional machine 

learning models-Support Vector Machine (SVM) and 

Random Forest (RF)-were trained using flattened spectrogram 

features [12].  

While both classifiers offer reasonable baseline accuracy, 

neither captures the hierarchical nor temporal dependencies 

inherent in acoustic data. In contrast, AER-Net consistently 

achieved superior performance across all emotion classes, 

particularly for minority classes like disgust and fear, 

validating the advantage of its deep learning architecture. 

3.7. Evaluation Metrics 

Model performance was evaluated using accuracy, recall, 

F1-score, and precision, with confusion matrices visualized to 

reveal class-specific strengths and weaknesses. This multi-

metric evaluation ensures comprehensive assessment, 

particularly in imbalanced emotion classes. These 

comprehensive metrics ensure the model’s strengths and 

weaknesses across all emotion categories are properly 

quantified. 

4. Result and Discussion 
4.1. Experimental Results 

The validity tests of the AER-Net model were performed 

on both CREMA-D [50] and Dataverse [49] emotional speech 

corpora in a single combined evaluation. Six emotion 

categories were present in the dataset: fear, happy, disgust, 

sad, neutral, and angry.  

The AER-Net model had its results evaluated through the 

fundamental metrics F1-Score, Recall, Accuracy and 

Precision. Table 1 projects experimental results through 

standard methods and AER-Net comparison with a Support 

Vector Machine (SVM) and Random Forest (RF) [12]. 

Table 1. Performance Comparison SVM Vs Random Forest Vs AER-

Net Models 

Model Accuracy Precision Recall F1-

Score 

SVM 86.1% 86% 86.9% 85.5% 

Random 

Forest 
85.55% 85.67% 85.83% 85.12% 

AER-Net 87.7% 89% 87% 87% 
 

The AER-Net implementation delivered 87.70% 

accuracy superiority compared to conventional methods and 

enhanced precision, recall, and F1-score scores as well. 

4.2. Comparative Analysis 

The classical models delivered solid performance when 

they operated on flattened spectrogram features. The models 

showed restrictions when processing both temporal and 

hierarchical aspects, which naturally occur in speech data. 

Such emotional class misclassifications arose from the poor 

capability of these models to differentiate between neutral and 

sad emotional expressions.  

Table 2. Performance Metrics of Emotion Recognition of SVM 

Classifier 

Class Precision Recall F1-Score Support 

Angry 0.87 0.85 0.86 328 

Disgust 0.88 0.83 0.85 325 

Fear 0.86 0.84 0.85 328 

Happy 0.85 0.86 0.85 329 

Neutral 0.86 0.87 0.86 329 

Sad 0.86 0.86 0.86 330 

Avg 0.86 0.869 0.855 1969 

As shown in Tables 2, 3, and 4, respectively, performance 

measurements of SVM, Random Forest, and AERNet 

classifiers in recognising six emotion classes are displayed. It 

displays the F1-score, recall, support and precision of each 

emotion, i.e. how accurately and consistently the model 

predicts each class. 
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AER-Net achieved superior results than both baselines 

through all evaluation metrics (Table 4). The three 

components of residual CNN blocks and BiLSTM [5] 

temporal modeling and custom attention mechanism worked 

harmoniously to enhance performance. 

Table 3. Performance metrics of emotion recognition of random forest 

classifier 

Class Precision Recall 
F1-

Score 
Support 

Angry 0.84 0.85 0.83 334 

Disgust 0.87 0.89 0.87 334 

Fear 0.85 0.87 0.85 334 

Happy 0.86 0.85 0.86 335 

Neutral 0.86 0.84 0.86 298 

Sad 0.86 0.86 0.84 334 

Avg 0.86 0.86 0.85 1969 

 

The detection of emotional signals reached higher 

accuracy for AER-Net because it extracted multidimensional 

acoustic features to resolve crucial emotional information 

from speech signals. 

Table 4. Performance metrics of emotion recognition of AERNet 

classifier 

Class Precision Recall F1-Score Support 

Angry 0.89 0.88 0.89 334 

Disgust 0.89 0.85 0.87 334 

Fear 0.9 0.87 0.87 334 

Happy 0.88 0.86 0.86 335 

Neutral 0.85 0.86 0.85 335 

Sad 0.86 0.85 0.85 335 

Avg 0.88 0.86 0.87 2007 

AER-Net utilizes adaptive pooling and class-weighted 

loss functions to improve its ability to handle the unbalanced 

nature of emotion class distribution, which matters in practical 

SER applications. 

4.3. Class-Wise Performance Insights 

AER-Net demonstrated steady operation for minority 

emotions like disgust and fear along with other categories 

according to a detailed analysis of classification results.  

AER-Net succeeded in maintaining a stable F1-score 

above 85% across all categories when SVM and Random 

Forest failed to reach balanced precision and recall for these 

classes [12].  

The method displayed impressive skills in recognizing 

emotional variations between classes through its clear 

differentiation between emotionally related factors such as 

happy and neutral.  

The advancement of speech emotion recognition requires 

deep temporal modeling features with attention-based 

refinement methods, according to the published research 

results. 

 
Fig. 5 AERNet training and validation graph 

 

The performance of AER-Net classification became 

apparent through the creation of a confusion matrix with 

AERNet, SVM and Random Forest [12]. The analysis through 

matrix visualization demonstrates that AER-Net delivers 

precise detection of emotions, enabling highly accurate 

identifications among all categories, especially when 

processing angry, happy, and neutral voice content.  

The model design addresses the common confusion 

between related emotional classes, such as neutral and sad, 

which typically create challenges in speech emotion 

recognition systems. The attention-enhanced model 

demonstrates effective performance across all emotion 

predictions because it shows balanced correct predictions 

among different emotional classes. 

The speech emotion recognition abilities of AER-Net 

overcome traditional machine learning solutions because of its 

improved capabilities. The designed architecture of AER-Net 

enables the extraction of spectral low-level information 

alongside temporal high-level dynamics, which produces 

accurate measurements and enhances performance throughout 

all emotional categories.  

Research findings demonstrate that attention-treated 

residual architecture shows great potential to resolve primary 

obstacles in affective computing systems. 
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Fig. 6 Random forest confusion matrix 

 

 
Fig. 7 SVM confusion matrix 

 

Figures 6-8 present confusion matrices for analysing 

classification results of SVM, Random Forest, and AER-Net 

models provided in Table 1. The systematic evaluation of 

AER-Net components took place through a controlled study 

that measured individual component effects, which can be 

seen in the training and validation graph in Figure 5.  

First, a CNN baseline model was established, which 

excluded all elements of residual connection, attention 

modeling, and temporal pattern processing. This model 

achieved an accuracy of 80.39%, demonstrating the basic 

effectiveness of simple convolutional feature extraction for 

speech emotion recognition. 

Next, the study introduced residual connections into the 

CNN backbone [7] to facilitate better feature propagation. 

However, this CNN + Residuals [2, 5] model resulted in a 

slightly lower accuracy of 78.86%, suggesting that while 

residual connections help in training deeper networks, without 

temporal modeling (e.g., BiLSTM), the network cannot 

effectively leverage the enriched feature maps for emotion 

recognition, leading to suboptimal performance. 

 
Fig. 8 AERNet confusion matrix 

In contrast, the full AER-Net, which integrates residual 

CNN blocks, BiLSTM temporal modeling, and a custom 

attention mechanism, achieved a significantly higher accuracy 

of 87.7%. The BiLSTM layer enabled the model to capture 

long-range temporal dependencies crucial for emotional 

expression in speech, while the attention mechanism allowed 

dynamic focusing on emotionally salient segments within the 

speech sequence. These components collectively contributed 

to richer and more discriminative feature learning, 

demonstrating that both sequential modeling and attention-

based focus are critical for robust speech emotion recognition 

[3, 4]. 

 
Fig. 9 Ablation study: model accuracy comparison 
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Table 5. Presents an Ablation Study Summary of Performance Comparison of AER-Net Variants 

Model Variant 
Residual 

Connections 
BiLSTM Attention Accuracy (%) 

F1-Score (%) 

(approx) 

Baseline CNN X X X 80.39% ~80% 

CNN + Residuals ✓ X X 78.86% ~79% 

CNN + Residuals 

+ BiLSTM + 

Attention  

(AER-Net) 

✓ ✓ ✓ 87.7% ~88% 

The tested results in Figure 9 and Table 5 support all 

design choices in the modeled structure, demonstrating the 

importance of convolutional, sequential and attention-based 

mechanisms for robust emotion recognition from audio data. 

5. Conclusion 
This work proposes AER-Net, an Attention-Enhanced 

Residual Network tailored to address persistent challenges in 

speech emotion recognition. Combining multi-level acoustic 

feature extraction, residual learning, bidirectional temporal 

modeling, and a custom-designed attention mechanism, AER-

Net effectively bridges several critical research gaps that have 

limited the performance and generalizability of previous SER 

systems. First, the model’s architecture directly tackles the 

issue of imbalanced emotional datasets. The adaptive pooling 

technique alongside class-weighted training strategies and 

attention-driven feature focusing demonstrates AER-Net's 

ability to perform fair recognition of both majority and 

minority emotion classes with balanced performance results. 

Traditional approaches tend to fit dominant emotional 

categories through expensive learning, which causes damage 

to infrequent emotional expressions. The database design for 

SER enters a new era through AER-Net by adding residual 

connections and dynamic attention features that were not 

sufficiently addressed in similar speech research. The 

designed architectural choices allow higher efficiency in 

feature learning processes, which avoids typical failures like 

gradient vanishing and information disappearance.  

AER-Net's shallow acoustic input processing enables the 

detection of crucial emotional information patterns at different 

octave and time frequencies. AER-Net exploits multiple levels 

of representation to enhance its capability for sound 

generalization when analyzing different speech scenarios and 

emotional intensity ranges. AER-Net outperforms traditional 

machine learning approaches on experimental tests that 

improve accuracy, precision, recall and F1 scores. The 

confusion matrix analysis generates qualitative findings 

showing that the model avoids mistake classifications between 

similar emotions. AER-Net provides a scalable speech-

emotion recognition system that defines core design elements 

for advanced emotional AI architecture development. The 

presented work tackles essential data imbalance flaws, 

acoustic learning limitations, and robustness issues to advance 

emotional detection methods that align with human nature. 

5.1. Future Work 

AER-Net showcases impressive results and reliable 

performance, but researchers have multiple possible 

development paths for future work. The model would serve 

broader populations better when behavioral data detection 

functions are expanded to process speech input across 

different languages and cultures. Research about emotional 

expression recognition examines facial expressions and 

physiological signals combined as multi-modal features for 

enhancing the discovery of emotional contexts. AER-Net 

researchers should analyze lightweight versions of the model 

to establish real-time functionality for mobile devices and 

embedded platforms. Finally, advancing interpretability 

methods to visualize better and explain the model’s decision-

making process would contribute to building more transparent 

and trustworthy emotion-aware AI systems. 
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