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Abstract - The fast popularization and growth of Mobile Ad-Hoc Networks (MANET) raise numerous security concerns. An 

Intrusion Detection System (IDS) is an effective defense tool to identify malicious data in intricate network landscapes and 

ensure computer system security. Conversely, conventional IDS, based on classical ML models, lacks accuracy and reliability. 

Rather than using classical Machine Learning (ML) as in preceding research, Deep Learning (DL) can perform better in 

extracting features from large datasets and massive cyber traffic in the current context. In general, MANET has inferior physical 

security for mobile devices due to effects like a deficiency of centralized management, node mobility, and restricted bandwidth. 

To challenge these safety concerns, classical cryptography systems do not protect MANETs from new attacks and vulnerabilities, 

so employing DL models in IDS efficiently alters the potent environments of MANETs. It permits the method to decide on 

intrusion while continuing to study their mobile landscape. This study proposes an Improved Network Security using the Dingo 

Optimizer Algorithm-based Intrusion Detection and Classification (INSDOA-IDC) model in MANET. The main aim of the 

INSDOA-IDC technique is the effective detection and classification of intrusions in MANET. Initially, the INSDOA-IDC 

technique applies the Z-score normalization method for pre-processing the input data. Attention with a convolutional Neural 

Network-Bidirectional Long Short-Term Memory (A-CNN-BiLSTM) method is used for intrusion recognition and classification. 

Finally, the Dingo Optimizer Algorithm (DOA) is implemented to ensure the optimum selection of the hyperparameters 

connected to the A-CNN-BiLSTM model. Extensive simulations of the INSDOA-IDC method are accomplished under the 

NSLKDD and UNSW-NB15 datasets. The comparison study of the INSDOA-IDC model portrayed superior accuracy values of 

99.53% and 99.55% under dual datasets over existing models. 

Keywords - MANET, Intrusion Detection System, Dingo optimizer, Long Short-Term Memory, Convolutional Neural Network. 

 

1. Introduction 
MANET is a brand-new wireless communication design 

that operates in a very challenging and unpredictable 

environment [1]. Owing to their fast deployment and the 

increasing fame of mobile appliances, this network has 

recently become critical and common to wireless 

communications. MANETs have some benefits across a 

network without a stable design, such as the capacity to 

construct an ad hoc network somewhere by mobile appliances, 

the capability to supplement extra nodes toward the system, 

and management costs that may be inexpensive [2]. MANET 

is usually applied in science, the military, and rescue 

operations. The inherent susceptibility of MANET presents a 

new security problem that mainly deals with network and data 

linking at the protocol stack level [3]. Malicious routing 

assaults might focus on the maintenance process or routing 

detection by dying following the routing protocol 

specifications [4]. Compared with fixed networks, MANET 

securities are considered from different ideas: privacy, 

encryption, availability, authentication, reliability, usage 

control, and access control [5]. Novel threats like attacks from 

Byzantine, internally mischievous nodes, and wormhole 

attacks are complex to secure. An IDS is efficient for 

identifying attacks after an attack arises in a MANET [6]. 

 

The IDS observes the system activity and analyzes the 

activity to decide which activity is breaking the rules of 

security [7]. When an IDS establishes a rare activity or an 

activity identified as an attack, it later makes an alarm to warn 

the security administrator [8]. Additionally, IDS initiates 

http://creativecommons.org/licenses/by-nc-nd/4.0/


T. Suresh et al. / IJECE, 12(7), 208-219, 2025 

209 

accurate responses for malicious activities. IDSs help in the 

determination, detection, and classification of data deletion, 

copying, and content modification, all breaking samples of 

illegal behaviour of a system [9]. This is vital for wireless ad-

hoc networks to defend against malevolent behaviour in 

securing the MANET routing and handling within the limits 

of cryptographic structures. IDSs that are effectively utilized 

for detecting attacks in MANET can present a proper defence 

to detect misbehaving nodes and malicious traffic in wireless 

environments [10]. The dynamic and infrastructure-less 

characteristic of MANETs facilitates security threats. 

Conventional methods face difficulty in detecting growing 

attacks, motivating the need for intelligent, adaptive intrusion 

detection using DL and optimization techniques for improved 

protection. 

 

This study proposes an Improved Network Security using 

the Dingo Optimizer Algorithm-based Intrusion Detection and 

Classification (INSDOA-IDC) model in MANET. The main 

aim of the INSDOA-IDC technique is the effective detection 

and classification of intrusions in MANET. Initially, the 

INSDOA-IDC technique applies the Z-score normalization 

method for pre-processing the input data.  

 

Attention with a Convolutional Neural Network-

Bidirectional Long Short-Term Memory (A-CNN-BiLSTM) 

method is used for intrusion recognition and classification. 

Finally, the Dingo Optimizer Algorithm (DOA) is 

implemented to ensure the optimum selection of the 

hyperparameters connected to the A-CNN-BiLSTM model. 

Extensive simulations of the INSDOA-IDC method are 

accomplished under the NSLKDD and UNSW-NB15 

datasets. The key contribution of the INSDOA-IDC method is 

listed below. 

 The INSDOA-IDC model applies Z-score normalization 

for standardizing inputs, improving training efficiency 

while contributing to more stable and accurate intrusion 

detection outcomes. 

 The integration of Attention with CNN-BiLSTM enables 

advanced feature extraction and temporal sequence 

learning, enhancing detection precision and improving 

the overall classification performance of the INSDOA-

IDC method. 

 The INSDOA-IDC technique implements the DOA 

approach to effectively fine-tune the model parameters, 

improving detection accuracy and minimizing false 

positives for more reliable intrusion classification. 

 The novelty of the INSDOA-IDC methodology is in its 

synergistic integration of Attention-based CNN-BiLSTM 

with DOA, enabling dynamic tuning of DL parameters. 

This hybrid model delivers robust intrusion detection by 

effectively capturing spatial-temporal features. Its 

adaptability ensures improved security in decentralized 

and rapidly changing MANET environments. 

2. Related Works 
The authors in [11] presented WOA-DNN to classify and 

detect intrusion. They utilized it to enhance the pre-processed 

data to create a network for predicting and identifying 

unexpected cyberattacks, which are either efficient or 

effective. Reka et al. [12] concentrated on the difficulties of 

node energy and mobility to advance a clustering method 

for selecting a cluster head, which two system criticalities 

encourage. The COA performs dense cluster creation. The 

MSA-GCNN with a hybrid IDS form identifies numerous 

attacks, including Zero-Day and DoS attacks. This model is 

applied in the NS-2 simulator. The presented performance 

method is studied with a few parameters to identify the 

intruder. Sathiya and Yuvaraj [13] proposed a BSOD-

MMPEL node behaviour-based IDS for detecting intrusion. 

BSOD Evolution-based FS safeguards significant and robust 

balances among exploitation and exploration with a higher 

chance of union to local sub-optima Gudermannian 

Activation. Later, with the chosen features, an initial intrusion 

detection utilizing MMPEL Node behavior-based IDS is 

created. Rajan et al. [14] proposed a Two-Pronged IDS (TP-

IDS) intended for MANET, concentrating on hello flooding, 

UDP flooding, and blackhole attacks. These attacks utilize the 

self-organising and dynamic MANETs features, causing the 

network to perform poorly. The author used SMOTE to 

overcome the class imbalance. Hyperparameter Optimization 

is executed by utilizing Optuna across Decision Tree (DT) and 

Bayesian Optimization, XGBoost, Random Forest (RF), and 

Naïve Bayes (NB) classifiers, displaying weaknesses and 

strengths for optimum selection. Sheela et al. [15] introduced 

a smart IDS framework for significantly improving the 

MANET security using the DL method. Currently, the min-

max normalization technique is utilized to pre-process the 

provided cyberattack datasets. Next, AOMA is executed to 

select the optimum features for enhancing the speed and 

intrusion recognition. In addition, the DSLC method is also 

used to categorize and predict the intrusion based on 

appropriate training and learning processes. 

 

Sasikumar and Rohini [16] focused on evaluating and 

developing an effective IDS presented for MANETs named 

Robust Dragonfly-Optimized enhanced NB (RDO-ENB). It 

functions by combining the efficiency and simplicity of the 

ENB approach with the adaptable abilities of RDO. It 

improves precision and decreases false positives, making it 

capable of mitigating and identifying intrusions in the ever-

evolving and complex MANETs atmosphere. Sugumaran and 

Rajaram [17] concentrated on attaining higher-level security 

by integrating BC-based IDS. Therefore, the security level 

achieved by the previous research cannot deal with the 

growing attacks. To solve this problem, this research proposes 

LB-IDS that mutually detects and prevents the attacks endured 

by mobile networks. At first, the network nodes are verified 

by an LB-based LBMFA model. This process prevents the 

entry of malicious nodes into the system. Later, the data 

packets are communicated using the optimum route chosen by 

https://www.sciencedirect.com/topics/computer-science/cluster-head
https://www.sciencedirect.com/topics/computer-science/compact-cluster
https://www.sciencedirect.com/topics/computer-science/denial-of-service
https://www.sciencedirect.com/topics/computer-science/network-simulator
https://www.sciencedirect.com/topics/computer-science/intrusion-detection-system
https://www.sciencedirect.com/topics/engineering/intrusion-detection-system
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the MOSO method. Saminathan et al. [18] developed a model 

by integrating Simple Contrastive Graph Clustering (SCGC), 

Deep Operator Neural Network (DONN), and Artificial 

Rabbits’ Optimization (ARO) technique for energy-aware and 

secure data transmission, namely Multipath Routing With 

Contrastive Partitioning And Deep Neural Intrusion Detection 

for MANET using the DONN (MRCP-DNID-MANET-

DONN) method. Sardar et al. [19] suggested a Graph Neural 

Network-based IDS (GNN-IDS) for MANETs to improve 

detection accuracy and network resilience by analyzing node 

behavior. 

 

Hussain and Fathima [20] proposed a hybrid IDS for 

MANET, named HIDE-MAN, which utilizes a coati-

optimised BiLSTM (CO-BiLSTM) model along with 

Federated Learning (FL) and Generative Adversarial 

Networks (GANs) models to effectively detect Distributed 

Denial Of Service (DDoS) and various attacks. Abdalhameed 

and Kadhim [21] aimed to improve security and data 

transmission efficiency in MANET by integrating Particle 

Swarm Optimization (PSO), Recurrent Neural Networks 

(RNN), and an improved randomization algorithm. AL-inizi 

et al. [22] introduced a model utilizing Artificial Intelligence 

(AI), specifically CNN, to improve the IDS in MANET by 

improving detection accuracy, reaction time, and packet 

delivery rates to better protect against DDoS attacks.  

 

Krishna et al. [23] presented a Blockchain (BC)-based 

IDS that integrates Mantis Search Algorithm (MSA) for 

extraction, a lightweight BC consensus for secure trust 

management, and a Gated Recurrent Unit (GRU) classifier 

optimized by Giant Armadillo Optimization (GAO) to 

improve intrusion detection accuracy and network 

performance. Basani, Grandhi, and Abbas [24] proposed a 

model using Edward Prime Curve Cryptography (EPCC) and 

the Grey Wolf Optimization (GWO) model to enhance secure, 

efficient, and reliable data transmission in Internet of Things 

(IoT)-enabled MANETs. Li et al. [25] proposed a multi-scale 

CNN-bidirectional GRU-Single-Headed Attention (MSCNN-

BiGRU-SHA), optimized by the Multi-Strategy Integrated 

Zebra Optimizer Approach (MI-ZOA) model. 

 

Despite several advancements, many existing IDS models 

for MANET encounter challenges such as handling class 

imbalance, optimizing hyperparameters efficiently, and 

maintaining high detection accuracy under dynamic network 

conditions. Diverse approaches depend heavily on simulation 

environments, restricting real-world applicability.  

Moreover, the integration of optimization algorithms 

often increases computational complexity, affecting 

scalability in resource-constrained MANETs. The research 

gap is in developing lightweight, adaptive IDS frameworks 

that balance detection performance, computational efficiency, 

and robustness while addressing diverse attack types in 

practical MANET scenarios. 

3. Proposed Methodology 
This study proposes the INSDOA-IDC technique in 

MANET. The technique aims to detect and classify intrusions 

effectively in MANET. It involves data pre-processing, A-

CNN-BiLSTM using a detection process, and a DOA-based 

hyperparameter tuning method to accomplish that. Figure 1 

depicts the overall process of the INSDOA-IDC model. 

 

3.1. Data Pre-Processing 

Initially, the INSDOA-IDC method uses the Z-score 

normalization method to change input data into a well-suited 

layout for pre-processing the input data. This is a vital pre-

processing stage in IDS for MANETs [26]. It regulates the 

dataset by changing raw data values to a usual scale, where the 

standard deviation is one and the mean is zero.  

This method aids in justifying the properties of outliers 

and changing data scales, which are general in MANET 

environments owing to dynamic network situations. By 

regularizing the data, the IDS effectively recognizes variations 

suggestive of potential intrusions. So, this enhances the 

consistency and accuracy of intrusion detection in MANETs. 

3.2. Detection Process of the CNN-BiLSTM Method 

Next, the proposed INSDOA-IDC technique applies the 

A-CNN-BiLSTM method for intrusion detection and 

classification. CNN is a kind of FFNN that mainly includes 

multilayer NN, and its neurons could respond to the 

incomplete covering of neighbouring elements, which has 

apparent benefits in local extraction [27]. The pooling and 

Convolutional Layers (CLs) constitute the most significant 

portion of CNN. The crucial building block of the CNN and 

CL exploits the convolution filter for extracting the spatial 

signal features from the input dataset for learning the features 

and convolving with the learning kernels. 

 

𝑋(𝑖, 𝑗) = ∑ ∑ 𝑥

 

𝑛

 

𝑚

(𝑚 + 𝑖, 𝑛 + 𝑖)𝜔(𝑚, 𝑛) + 𝑏          (1) 

In Equation (1), 𝑋(𝑖, 𝑗) is the convolutional output, 𝑥 

refers to the input matrix, 𝜔 denotes the size 𝑚 × 𝑛 weight 

matrix, and 𝑏 signifies bias. 

 

The spatial feature extraction module consists of two 1-D 

CLs (Conv2 and Conv3) and three 2-D CLs (Convl, Conv4, 

and Conv5), which extract features for Bi-LSTM by 

abstracting input data and reducing noise at a high level. The 

I/Q multiplex signals are pre-processed and divided into I‐

channel and Q‐channel data streams.  

 

Later, they are processed individually by the Convl, 

Conv2, and Conv3 to capture single‐ and multi‐channel 

features of I/Q signals. Conv2 and Conv3 use zero padding to 

maintain data integrity during modelling. Then, the output is 

integrated into a concatenation of two before being served to 

Conv5 for extracting spatial features. 
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Fig. 1 Workflow of the INSDOA-IDC model 

This multi‐channel input framework efficiently takes 

representative features at dissimilar measures and increases 

the data usage from 𝑄‐channel, 𝐼‐channel, and I/Q multi‐

channel datasets. 

 

RNN has a particular dissimilarity called LSTMs, which 

contain output gates, input gates, forgetting gates, and 

memory units. These units cooperate to discard, store, and 

retrieve data in the system. The input and output gates control 

data storage in the memory and its flow to external resources, 

respectively. The forget gate regulates whether a particular 

data should be discarded or retained. The LSTM 

computational method is represented below: 

 

𝐹𝑡 = 𝜎(𝑊𝑓 ⋅ [𝐻𝑡−1′𝑋𝑡] + 𝑏𝑓)                            (2) 

𝐼𝑡 = 𝜎(𝑊𝑖 ⋅ [𝐻𝑡−1′𝑋𝑡] + 𝑏𝑖)                             (3) 

 

�̃�𝑡 =  tanh(𝑊𝑐 ⋅ [𝐻𝑡−1, 𝑋𝑡] + 𝑏𝑐)                        (4) 

 

𝐶𝑡 = 𝐹𝑡 ⋅ 𝐶𝑡 − 1 + 𝐼𝑡 ⋅ �̃�𝑡                                 (5) 
 

𝑂𝑡 = 𝜎(𝑊𝑜 ⋅ [𝐻𝑡−1′𝑋𝑡] + 𝑏0)                          (6) 

 

𝐻𝑡 = 𝑂𝑡 ⋅ tanh(𝐶𝑡)                                    (7) 

 

In these calculations, the input, output, and forget gates of 

particular outputs are represented by the characters 𝐹𝑡 , 𝐼𝑡, and 
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𝑂𝑡 . �̃�𝑡 and 𝐶𝑡 Denote the state of a cell at the existing time step 

and the following time step, respectively. 𝐻𝑡  Means the value 

of the final output. 𝜎 represents the sigmoid. 𝑊𝑓 , 𝑊𝑖 , 𝑊𝑐, and 

𝑊𝑜 are the gates of forget, input and output weight matrices 

and the existing state of the cell. 𝑏𝑓 , 𝑏𝑗 , 𝑏𝑐, and 𝑏𝑜 Represent 

the gate bias terms.[𝐻𝑡−1, 𝑋𝑡] implies an output values vector 

composed from preceding and existing time steps. 

 

The BiLSTM structure consists of two separate LSTMs. 

The input sequence is extracted by dual LSTMs, backwards 

and forward, correspondingly, and the extraction feature 

vectors emerge as concluding output features. The 

computation method is represented below: 

 

𝐶𝑡 = 𝐿𝑆𝑇𝑀(𝑋𝑡 , �⃗⃗⃗�𝑡 , 𝐶𝑡−1)                             (8) 

 

�⃖�𝑡 = 𝐿𝑆𝑇𝑀(𝑋𝑡 , �⃗⃗⃖�𝑡−1, �⃖�𝑡−1)                           (9) 

 

𝐶𝑡 = 𝑊𝑇𝐶𝑡 + 𝑊𝑉�⃖�𝑡                                 (10) 

 

𝐶𝑡 and �⃖�𝑡 Signify the backwards and forward LSTM cell 

states at time-step 𝑡;  𝑊𝑉 and 𝑊𝑇 Indicate the backwards and 

forward LSTM weight coefficients. 

 

However, a distinct CNN technique is proficient at 

capturing wireless signals' spatial workings and temporal 

nuances. Stimulated by the proposed structure, the combined 

sequences of the BiLSTM method after the CNN explore the 

bidirectional features of time series besides the sequential 

axis. This advanced strategy contains dual BiLSTM layers 

with 128 units, allowing effective handling of series data and 

time correlation extraction.  

 

The time Attention Mechanism (AM) in DL is a technique 

for processing successive input. It enables the method to 

allocate attention or importance to the data by multiple time 

steps while handling sequence data. This method can 

efficiently recognize the significance and dependencies of 

different sequence parts and alter its attention as required. At 

first, this layer generates dual weight sets and is utilized for 

computing attention scores. The attention score is calculated 

in Equation (11): 

 

𝑒𝑖𝑗 = tanh(𝑊𝑥 + 𝑏)                                (11) 

 

Whereas 𝑥 signifies input. Weighted input index, 

Softmax and normalized the attention score to attain the 

weight. To highlight the input sequence components, these 

attention weights are used on an input. In conclusion, the 

sequence axis adds the weighted inputs to create the final 

output. Figure 2 depicts the architecture of the A-CNN-

BiLSTM technique. 

  

 

 

 

 

 

Fig. 2 Structure of the A-CNN-Bi-LSTM method 

Using the method mentioned above, the sequential AM 

can dynamically change the weights based on the importance 

of different input sequence segments. This enables the 

technique to focus on the most relevant data at each phase, 

thus improving its handling efficacy and emphasizing the 

sequence data's outstanding features. 

3.3. Hyperparameter Tuning using DOA 

Furthermore, DOA is applied to ensure the optimum 

selection of hyperparameter tuning. The DOA contains four 

processes that create this process: encircling, searching, 

attacking, and hunting prey [28]. The below-mentioned 

method defines how this technique functions: 

3.3.1. Encircling 

Dingos have the intellect to discover their victims. If they 

follow their victim's location, the alpha and pack encircle the 

victim. Others are searching to study their plans in anticipation 

of this future method. Equation (12)-(16) demonstrate this 

behaviour stimulated by dingos. 
 

𝑍𝑑
⃗⃗ ⃗⃗ ⃗ = |�⃗⃗⃗� ⋅ �⃗⃗�𝑝(𝑥) − 𝐽(𝑖)|                           (12) 

 

𝐽(𝑖 + 1) = 𝐽𝑝(𝑖) − �⃗⃗⃗� ⋅ 𝑍(𝑑)                        (13) 

 

�⃗⃗⃗� = 2.                                           (14) 
 

�⃗⃗� = 2�⃗⃗� ∗ �⃗⃗⃗�2                                     (15) 
 

�⃗⃗� = 3 ⋅ (𝑇𝑆 ∗ (
3

𝐼𝑚𝑥

))                        (16) 

 

The dingoes can arrive at any position among the facts 

established comprehensively by the randomly generated 
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numbers 𝑚1 and 𝑚2. They can travel near the victim at any 

position within the search region by Equations (12) and (13). 

Similar calculations are functional to attain a search space 

with sizes of 𝑁, where the Dingo will arrive in hyper‐cubes 

near the finest result. 

3.3.2. Hunting 

In contrast, the method recommends that agents generally 

not add the best location of the victim in the search space. Let 

us consider that the beta, alpha, and other members were 

familiar with latent victim locations when the dingoes' hunting 

approach progressed. The mathematical formulations are 

mentioned below: 

𝑍𝛼 = |�⃗⃗⃗�1. 𝐽𝛼 − 𝐽|                                     (17) 

 

𝑍𝛽 = |�⃗⃗⃗�2. 𝐽𝛽 − 𝐽|                                     (18) 

 

𝑍𝑜 = |�⃗⃗⃗�3. 𝐽 − 𝐽|                                       (19) 

 

𝐽1 = |𝐽𝛼 − �⃗⃗�. 𝑍𝛼|                                     (20) 

 

𝐽2 = |𝐽𝛽 − �⃗⃗�. 𝑍𝛽|                                     (21) 

 

𝐽3 = |𝐽𝑜 − �⃗⃗�. 𝑍𝑜|                                     (22) 

 

The strength of every Dingo is formulated by: 

�⃗�𝛼 = log (
1

𝑃𝑖𝑡𝛼 − (1𝑊 − 100)
+ 1)                (23) 

 

�⃗�𝛽 = log (
1

𝐹𝑖𝑡𝛽 − (1𝑊 − 100)
+ 1)               (24) 

 

�⃗�𝑜 = log (
1

𝐹𝑖𝑡0 − (1𝑊 − 100)
+ 1)                (25) 

 

“𝐹𝑖𝑡” means the value of fitness, and "𝐹𝑖𝑡−o" means the 

fitness value of another dingo. 

3.3.3. Attacking Prey 

The technique gradually reduces the 𝑛 value. At a certain 

level, the encircling strategy shows exploration; however, 

DIOP wants additional operators to highlight the search. The 

DIOP helps its search agents alter their position depending on 

the location 𝛽 and the targeted victim. With the help of 

operators, the DIOP can disable the local solution. 

 

3.3.4. Searching 

It is highly recommended for examining and evading 

adjacent goals. Based on a dingo's position, it will randomly 

decide on the victim's value and make it essential to encounter 

the Dingo severely. Purposely, �⃗⃗⃗� It is used to deliver 

stochastic exploration values. This model is effective in 

defending the outcome from local goals.  

The DOA procedure is described in Algorithm 1. 

 

Algorithm 1: Pseudocode of DOA 

Input: Dingoes population 

Output: Optimum Dingo 

Early search agent 𝑍𝑖𝑛 

Set the value of �⃗⃗� and �⃗⃗�. 

If termination was not met, do 

Evaluate every Dingo's fitness and intensity cost. 

𝑍𝛼 =Optimum search with Dingo 

𝑍𝛽 = 2𝑛𝑑 optimum search of Dingo 

𝑍0 = Search for Dingos  

  repeat 

for 

𝑖 = 1: 𝑍𝑖𝑛 do 

Newest Search 

end for 

Assess the intensity, cost, and fitness of dingos. 

𝑅𝛼 , 𝑅𝛽→𝑅𝛿  record 

�⃗⃗�, �⃗⃗⃗� and �⃗⃗� record 

repeat = 1 +repeat 

Repeat≥ Stopping conditions 

output 

end while 

 

The DOA method defines a Fitness Function (FF) based 

on classifier error rate reduction, where a higher positive value 

indicates enhanced candidate performance, as illustrated in 

Equation (26). 

 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖)  

=
𝑛𝑜. 𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
× 100     (26) 

4. Result Analysis 
The INSDOA-IDC technique's simulation valuation is 

examined under the NSLKDD dataset [29]. The dataset has 

148517 samples and five classes, as shown in Table 1.  

Table 1. Dataset description 

NSLKDD Dataset 

Classes Sample Numbers 

Normal 77054 

DoS 53385 

Probe 14410 

R2L 3416 

U2R 252 

Overall Samples 148517 
 

Figure 3 presents the classifier outputs of the INSDOA-

IDC method on the NSLKDD dataset. Figures 3(a)-3(b) 

depicts the confusion matrices under 70:30 TRAP/TESP. 

Figure 3(c) and 3(d) depict the PR and ROC curves over 

diverse classes. 
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Fig. 3 NSLKDD dataset (a-b) confusion matrices, and (c-d) PR and 

ROC curves. 

In Table 2 and Figure 4, the classifier result of the 

INSDOA-IDC approach is shown on the NSLKDD dataset. 

On 70%TRAP, the INSDOA-IDC model presents an average 

𝑎𝑐𝑐𝑢𝑦 of 99.52%, 𝑝𝑟𝑒𝑐𝑛 of 86.72%, 𝑟𝑒𝑐𝑎𝑙 of 94.04%, 

𝐹1𝑠𝑐𝑜𝑟𝑒  of 89.55%, and 𝑀𝐶𝐶 of 89.60%. Besides, on 

30%TESP, the INSDOA-IDC model attains an average 𝑎𝑐𝑐𝑢𝑦 

of 99.53%, 𝑝𝑟𝑒𝑐𝑛 of 86.2 2%, 𝑟𝑒𝑐𝑎𝑙 of 94.36%, 𝐹1𝑠𝑐𝑜𝑟𝑒 of 

89.23%, and 𝑀𝐶𝐶 of 89.40%. 

 
Table 2. Classifier outcome of the INSDOA-IDC method on the 

NSLKDD dataset 

Classes  𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝟏𝒔𝒄𝒐𝒓𝒆  𝑴𝑪𝑪 

TRAP (70%) 

Normal 99.28 99.50 99.11 99.31 98.57 

DoS 99.38 99.30 98.99 99.14 98.66 

Probe 99.43 96.59 97.51 97.05 96.73 

R2L 99.69 91.41 95.73 93.52 93.39 

U2R 99.81 46.78 78.86 58.72 60.65 

Average 99.52 86.72 94.04 89.55 89.60 

TESP (30%) 

Normal 99.29 99.57 99.06 99.32 98.58 

DoS 99.38 99.25 99.01 99.13 98.65 

Probe 99.52 97.11 98.11 97.61 97.34 

R2L 99.67 90.87 95.12 92.94 92.80 

U2R 99.79 44.29 80.52 57.14 59.63 

Average 99.53 86.22 94.36 89.23 89.40 

 
Fig. 4 Average of the INSDOA-IDC method under the NSLKDD dataset 

In Figure 5, the TRAP/TESP accuracy results of the 

INSDOA-IDC technique on the NSLKDD dataset are 

indicated over 0-25 epochs. This figure shows that 

TRAP/TESP accuracy consistently improves with iterations, 

depicting the robust performance of the INSDOA-IDC 

approach. Their close alignment across epochs suggests 

minimal overfitting and reliable prediction on unseen samples. 
 

 
Fig. 5 𝑨𝒄𝒄𝒖𝒚 curve of the INSDOA-IDC method under the NSLKDD 

dataset 

 
Fig. 6 Loss curve of the INSDOA-IDC technique under the NSLKDD 

dataset 
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Figure 6 illustrates the TRAP/TESP loss of the INSDOA-

IDC method on the NSLKDD dataset over 0-25 epochs. The 

decreasing trend indicates the efficiency of the INSDOA-IDC 

technique in balancing generalization and data fitting. This 

consistent mitigation confirms improved performance and 

timely tuning of prediction outcomes. 

 

Table 3 and Figure 7 depict the comparison outputs of the 

INSDOA-IDC method on the NSLKDD dataset with the 

existing methods [11, 31]. The outputs underlined that the NB, 

RF, DT, Bi-LSTM, and EM grouping techniques exhibited 

poor performance. Furthermore, WOA-DNN and HCSTS-

DNN techniques attained closer outcomes. Additionally, the 

INSDOA-IDC approach illustrates superior performance with 

the highest 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙 , 𝑎𝑐𝑐𝑢𝑦, and 𝐹1𝑠𝑐𝑜𝑟𝑒  of 86.22%, 

94.36%, 99.53%, and 89.23%, respectively. 

Table 3. Comparative evaluation of the INSDOA-IDC method under 

the NSLKDD dataset [11, 31] 

Classifiers 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝟏𝒔𝒄𝒐𝒓𝒆  

NB 96.41 79.84 92.04 87.64 

RF 95.26 78.60 90.70 73.00 

DT 96.57 76.24 93.29 74.99 

Bi-LSTM 96.42 79.03 90.87 73.93 

EM Clustering 96.69 77.36 92.31 78.64 

WOA-DNN 98.41 73.17 92.29 85.48 

HCSTS-DNN 99.37 81.49 93.50 87.08 

INSDOA-IDC 99.53 86.22 94.36 89.23 

 

 
Fig. 7 Comparative evaluation of the INSDOA-IDC method under the NSLKDD dataset 

The performance assessment of the INSDOA-IDC model 

is inspected under the UNSW-NB15 dataset [30]. Table 4 

specifies the dataset. 

Table 4. Dataset specification 

UNSW-NB15 Dataset 

Classes Before Sampling 

Normal 2500 

Generic 2500 

Exploits 2500 

Fuzzers 2500 

Backdoors 1746 

Shellcode 1133 

Worms 130 

Overall Samples 13009 

Figure 8 depicts the classifier outputs of the INSDOA-

IDC approach under the UNSW-NB15 dataset. Figures 8(a)-

8(b) illustrates the confusion matrix of overall classes on 

70:30 TRAP/TESP. Figure 8(c) and 8(d) depict the PR and 

ROC study, showing greater performance of the model over 

diverse classes. 

 

In Table 5 and Figure 9, the classifier result of the 

INSDOA-IDC technique under the UNSW-NB15 dataset. The 

outputs stated that the INSDOA-IDC approach properly 

classified and detected the samples. On 70%TRAP, the 

INSDOA-IDC approach attained an average 𝑎𝑐𝑐𝑢𝑦 of 

99.48%, 𝑝𝑟𝑒𝑐𝑛 of 92.84%, 𝑟𝑒𝑐𝑎𝑙 of 97.90%, 𝐹1𝑠𝑐𝑜𝑟𝑒 of 

94.66%, and 𝑀𝐶𝐶 of 94.72%. Moreover, on 30%TESP, the 

INSDOA-IDC approach attained an average 𝑎𝑐𝑐𝑢𝑦 of 

99.55%, 𝑝𝑟𝑒𝑐𝑛 of 93.62%, 𝑟𝑒𝑐𝑎𝑙 of 98.17%, 𝐹1𝑠𝑐𝑜𝑟𝑒 of 

95.38%, and 𝑀𝐶𝐶 of 95.38%. 
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Fig. 8 UNSW-NB15 dataset (a-b) confusion matrices, and (c-d) PR and 

ROC curves. 

Table 5. Classifier output of the INSDOA-IDC technique under the 

UNSW-NB15 dataset 

Classes  𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝟏𝒔𝒄𝒐𝒓𝒆  𝑴𝑪𝑪 

TRAP (70%) 

Normal 99.44 99.30 97.75 98.52 98.18 

Generic 99.48 99.36 97.95 98.65 98.33 

Exploits 99.62 99.26 98.75 99.00 98.76 

Fuzzers 99.65 99.14 99.03 99.08 98.86 

Backdoors 99.54 98.45 98.13 98.29 98.03 

Shellcode 99.42 96.48 96.84 96.66 96.34 

Worms 99.23 57.86 96.84 72.44 74.55 

Average 99.48 92.84 97.90 94.66 94.72 

TESP (30%) 

Normal 99.33 98.69 97.92 98.30 97.89 

Generic 99.69 99.60 98.80 99.19 99.01 

Exploits 99.72 99.59 98.92 99.26 99.08 

Fuzzers 99.49 98.81 98.54 98.68 98.36 

Backdoors 99.59 98.63 98.25 98.44 98.20 

Shellcode 99.54 97.08 97.65 97.37 97.12 

Worms 99.46 62.96 97.14 76.40 77.98 

Average 99.55 93.62 98.17 95.38 95.38 

 
Fig. 9 Average of the INSDOA-IDC technique under the UNSW-NB15 

dataset 

Figure 10 depicts the TRAP/TESP accuracy of the 

INSDOA-IDC method over 0-25 epochs. The figure 

highlights a steady increase, demonstrating the robust 

performance of the INSDOA-IDC approach across iterations. 

The close alignment of both curves indicates minimal 

overfitting and reliable prediction on unseen data. 

 
Fig. 10 𝑨𝒄𝒄𝒖𝒚 curve of the INSDOA-IDC technique under the UNSW-

NB15 dataset 

 
Fig. 11 Loss curve of the INSDOA-IDC technique under the UNSW-

NB15 dataset 
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Figure 11 shows the TRAP/TESP loss of the INSDOA-

IDC technique over 0-25 epochs. The figure demonstrated a 

decrease in the loss values, indicating the efficiency of the 

approach in balancing generalization and data fitting, while 

consistently improving prediction accuracy. 

Table 6 and Figure 12 analyze the comparison outcomes 

of the INSDOA-IDC method under the UNSW-NB15 dataset 

with the existing techniques [15, 32]. The outputs illustrated 

that the NB, RF, DT, Bi-LSTM, and EM grouping models 

have described poorer performance. At the same time, WOA-

DNN and HCSTS-DNN models have gained adjacent 

outcomes. Moreover, the INSDOA-IDC technique exhibited 

enhanced performance with maximal 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙 , 
𝑎𝑐𝑐𝑢𝑦, and 𝐹1𝑠𝑐𝑜𝑟𝑒  of 93.62%, 98.17%, 99.55%, and 95.38%, 

respectively. 

Table 6. Comparative assessment of the INSDOA-IDC approach under 

the UNSW-NB15 dataset [15, 32] 

Classifiers 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝟏𝒔𝒄𝒐𝒓𝒆  

NB 98.56 82.99 94.85 90.81 

RF 93.02 85.37 96.79 93.24 

DT 94.82 82.18 92.24 93.91 

Bi-LSTM 95.75 90.55 93.40 90.12 

EM Clustering 93.86 87.27 95.31 94.92 

WOA-DNN 96.08 82.46 96.61 86.13 

HCSTS-DNN 98.72 92.51 94.60 94.62 

INSDOA-IDC 99.55 93.62 98.17 95.38 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

 

 

Fig. 12 Comparative assessment of the INSDOA-IDC approach under the UNSW-NB15 dataset 

5. Conclusion 
In this research, the INSDOA-IDC technique in MANET 

is proposed. The main goal of the presented INSDOA-IDC 

model is to detect and classify intrusions in MANET 

effectively. To accomplish that, the INSDOA-IDC technique 

involves data pre-processing, a detection process using A-

CNN-BiLSTM, and a DOA-based hyperparameter tuning 

method. Initially, the INSDOA-IDC method applies the Z-

score normalization. Furthermore, the A-CNN-BiLSTM 

method is employed for intrusion classification and detection. 

Finally, the DOA is used for the optimum selection of the 

hyperparameters connected to the A-CNN-BiLSTM model. 

Extensive simulations of the INSDOA-IDC method are 

accomplished under the NSLKDD and UNSW-NB15 

datasets. The comparison study of the INSDOA-IDC model 

portrayed superior accuracy values of 99.53% and 99.55% 

under dual datasets over existing models.
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