
SSRG International Journal of Electrical and Electronics Engineering                                  Volume 9 Issue 12, 167-179, December 2022 

ISSN: 2348-8379/ https://doi.org/10.14445/23488379/IJEEE-V9I12P115                         © 2022 Seventh Sense Research Group® 

          

This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 

Original Article 

Diabetes Prediction using Improved Artificial Neural 

Network using Multilayer Perceptron 
 

T. Madhubala1, R. Umagandhi2, P. Sathiamurthi3 
 

1Computer Science, Kongunadu Arts and Science College, Coimbatore, Tamil Nadu, India.  
2Department of Software Systems, PSG College of Arts and Science, Coimbatore, Tamil Nadu, India.  

3Department of Mechanical Engineering, Kongu Engineering College, Perundurai, Tamil Nadu, India. 

 
1Corresponding Author : madhumadhi34@gmail.com 

 

Received: 25 October 2022           Revised: 29 November 2022           Accepted: 14 December 2022            Published: 25 December 2022 

Abstract - Diabetes is a continual health situation that involves how your corpse revolves foodstuff into power. Our body 

severs most of the food we eat into glucose and discharges it into our bloodstream. When our blood sugar goes up, it signs our 

pancreas to liberate the insulin. Insulin takes steps to permit the blood glucose into our body’s cells for use as liveliness. If the 

patient has diabetes, the body cannot produce sufficient insulin. Unmanaged diabetes comes due to hunger, less-healing 

wounds, frequent urination, more thirst, fatigue, itchy skin, dry and blurry revelation, etc. Hence detection of diabetes is a very 

virtual role in our country and abroad. The proposed system is Improved Artificial Neutral Network (IANN), which used Pima 

Indian Diabetes (PID) dataset to construct the deep network. Also, this research used the Weka tool to find the existing 

classifier performance and proposed IANN outperforms compared to other algorithms. 

Keywords - Data Mining, Machine Learning, Artificial Neural Network, Diabetics and Multilayer Perceptron. 

1. Introduction 

Diabetes is a foremost community health problem, 

evolving as a pandemic. An essential reason for fatness and 

bulky weight is a body health inequity between calories spent 

and charred up. Substantial activity is the unique backbone 

for preventing diabetes mellitus. Decreasing body weight, 

monitoring good health, decreasing energy and food intake, 

and taking more fruits, vegetables, legumes, whole grains, 

nuts and crops are vital for human life [1]. Rising indication 

proposes that healthcare guidance can decrease alcohol 

routinely, raise physical action, and progress the acceptance 

of further needed lifestyle behaviors among patients. Even 

though passing involvements and patient dealings can nature, 

the increasing embracing of multiple changeable behaviors is 

less healthy and considered for diabetes disease control and 

prevention. This survey focused on patient interactions that 

can positively impact prediabetes and motivate the patients to 

modify their lifestyle behavior to reduce diabetes [2]. 

 

1.1 Type of Diabetes 

Identified as Type 1 diabetes is attention to be an 

autoimmune situation which attacks the mistakenly in your 

immune system. Due to this, beta cells are damaged 

permanently in the pancreas, which cannot produce insulin. 

Incorrectly violent and obliterates the beta cells in the 

pancreas that make insulin. The destroying the cells are 

permanent. This kind of diabetes comes from genetic, 

environmental and lifestyle factors.  

 

Type 2 diabetes begins when the occurrence of insulin 

resistance. Our body dismisses the insulin, and the pancreas 

yields high insulin to unable to stock the further use and 

which produces more blood sugar. Because of this situation, 

insulin production is very lower. This type of diabetes comes 

from genetics, more weight and obesity and a highly 

sedentary lifestyle. 

Gestational diabetes is caused by insulin-blocking 

hormones, which happen during pregnancy. It is named 

prediabetes, and a family history of diabetes. About 50 % of 

trusted sources of people make a diagnosis of gestational 

diabetes. 

 

1.2. Diabetes Care 

Care of diabetes is very important. When sugar can is 

near standard, they get more energy to the body, are not tired 

and thirsty, pass urine less often, have fewer bladder 

infections and less casual of stroke, heart attack, and eye 

problems. Get relief from the problem of kidney, teeth and 

gum, eye and nerve damage and heal better. For removing 

diabetes, the diabetes meal plan help, which is framed into 

the health care team. Eat foods lower in calories, salt and 

sugar. Do not use regular soda and juice. Drink water and eat 

foods that look like vegetables, fruits, whole grains, bread 

and cereals. When eating a meal, wheat pasta, brown rice, 

fruits and vegetables, and beans can add to your food.  Figure 

1 shows the body components related to diabetics, and 

Figure 2 represent the usage of food for diabetic patient. 

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://www.healthline.com/human-body-maps/pancreas
https://www.healthline.com/health/gestational-diabetes
https://www.cdc.gov/diabetes/basics/gestational.html#:~:text=Your%20blood%20sugar%20levels%20will,healthy%20body%20weight%20after%20delivery.
https://www.cdc.gov/diabetes/basics/gestational.html#:~:text=Your%20blood%20sugar%20levels%20will,healthy%20body%20weight%20after%20delivery.
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Fig. 1 Functional components in the human body 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 Usage of food for diabetic patients. 

 

2. Related Work 
In the United States have diabetes for 37.3 million 

trusted people. Five to ten percentages of people have type 1 

diabetes, and ninety to ninety-five percentages of people are 

affected by type 2 diabetes. Handling the major disease of 

diabetes in elder persons can be inspiring due to combining 

many diseases and age-associated incapacities, specifically 

from the perspective of insulin treatment. Authors [1] 

reviewed insulin usage on the healthcare side.  Even though 

the pervasiveness and difficulty of giving elder persons with 

diabetes, there is an amazing absence of suggestions about 

how persons handle their situations. The authors [2-5] 

focused on insulin treatment-related problems. Jenifer 

Florence et al. [36] focused on the diet, treatment and excise 

level of diabetic patients and their depression of the patients. 

They proposed mixed-method learning in a rural greater than 

30 years.  The authors used the Wilcoxon rank test to analyse 

the data. These sensitive techniques can decrease 

complications and produce social support for diabetic 

patients. 

 

Xiangli et al. [43] reviewed the Glucagon-like peptide -1 

receptor agonists, irrespective of their work of different 

generic parts, major aids in decreasing the danger of the 

complexity, particularly in innovative macro albuminuria 

related to type two diabetes patients. AurelieBerot et al. [8] 

focused on type 1 diabetes disease with the help of French 

health insurance data over 2015. These works describe their 

medical performance from 1997 to 2019 at Reims 

University. The Champagne-Ardenne Diabetes Network 

database mines scientific and natural data. 

AndapetronelaRadan et al. [9] mobilized pregnant women 

with pre-existing diabetes. Also extant with added severe 

illness, as associated with non-diabetic focuses. Now, the 

recommendation is limited regarding the responsibility of 

GD in the severity of Covaid-2 disease during pregnancy. 

The authors applied the logistic regression of machine 

learning algorithms and demonstrated that 34.6% of the 

patients had gestational diabetes.  

 

Gallagher et al. [41-42] surveyed about HbA1c.HbA1c 

has been the same as plasma glucose. Due to this, 

retinopathy grows rapidly [12]. A recent report from 

Australia, the world health organization [12-14], says the 

HbA1c test is better for predicting retinopathy and 

microvascular complications. The HbA1c can analysis by the 

diabetes team suggested that HbA1c is employed in the study 

of diabetes, and research can make when the HbA1c point is 

≥6.5% and otherwise taken as intermediate hyperglycemia is 

present [38]. HbA1c imitate the blood glucose meditation in 

the earlier three months and gives normal and stable 

hemoglobin. Hence this test is very powerful in imperfect 

resource places [16-21]. 

 

Rimesh Pal et al. [39] experimented with the diabetic 

ketoacidosis illness hyperglycemic hyperosmolar syndrome 

for COVID-19 patients by diagnosing it with biochemical 

parameters.  The authors determined that the pH of patients 

who died and were discharged from hospitals was lower. The 

Covid-19 patients with people with diabetes are analyzed in 

[23-26]. 

 

3. Materials and Methods 
Before loading into the dataset in the Weka tool, the 

dataset contains the following structure exposed in Figure 3. 

First, upload the Pima Indian dataset into the python 

Weka tool with the help of open file options. Figure 4 

represents the Minimum, Maximum, Mean statistics and 

Standard Deviation for the Pima Indian dataset. 
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Fig. 3 Pima dataset unstructured manner 

 

 
Fig. 4  Loading dataset 

 

After loading the dataset, you can click the edit menu in Wekatool; it represents the content of the data in Figure 5. 

6,148,72,35,0,33.6,0.627,50,1 

1,85,66,29,0,26.6,0.351,31,0  

8,183,64,0,0,23.3,0.672,32,1  

1,89,66,23,94,28.1,0.167,21,0 

0,137,40,35,168,43.1, 2.288,33,1 

5,116,74,0,0,25.6,0.201, 30,0 

3,78,50,32,88,31.0,0.248,26,1 

10,115,0,0,0,35.3,0.134,29,0 

2,197,70,45,543, 30.5,0.158,53,1 

8,125,96,0,0,0.0,0.232,54,1 

4,110,92,0,0,37.6,0.191, 30,0 

10,168,74,0,0,38.0,0.537,34,1 

10,139,80,0,0,27.1,1.441,57,0 

1,189,60,23,846, 30.1,0.398,59,1 

5,166,72,19,175,25.8,0.587,51,1 

7,100,0,0,0,30.0,0.484,32,1 

0,118,84,47,230,45.8,0.551,31,1 

7,107,74,0,0,29.6,0.254,31,1 

1,103,30,38,83,43.3,0.183,33,0 

1,115,70,30,96,34.6,0.529,32,1 

3,126,88,41,235, 39.3,0.704,27,0 

8,99,84,0,0,35.4,0.388,50,0 
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Fig. 5 before Normalization 

 

 
Fig. 6 Content of PID dataset after normalization applied 
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After loading the dataset, the pre-processing stage is 

important. For any missing value, replace the lost value from 

the Weka filtering. In this stage, inconsistent and incorrect 

data are removed with the help of replacing missing values 

and normalization from the Weka filters. No missing value in 

the dataset. Hence normalization is applied for values lying 

from zero to one. This is shown in below Figure 6. 

The next step is to build the classifier model with the 

help of classify tab.  For training the classifier, the following 

classifiers are used. 

 

3.1. IBk Algorithm 

IBk (Instance-Based learner based on k neighbor) is the 

nearest neighbor approach; it uses distance measure and is 

named a lazy learner algorithm. They explicitly gave the 

number of nearest neighbors. Various algorithms can be used 

to determine the nearest neighbor quickly. When the time of 

classification, this algorithm provisions the dataset and 

performs an action on the PID data instead of learning the 

training set immediately. 

 

# Instance Based Learner algorithm 

Set of training sample DB 

Let w1…. Wk represents the k instances from D 

Nearest to wq return 

Give the new data points to the group (Neighbor maximum) 

Given query instance wq to be classified. 

 

3.2. J-48 Decision Tree  

The J48 decision tree on WEKA uses the Iterative 

Dichotomiser 3 algorithm. Internal nodes of this decision tree 

represent the various features, and a branch indicates the 

observed samples. Finally, terminal nodes are the dependent 

variable for predicted attributes, and other features are the 

independent variables in the dataset. J48 is the operation of 

the open-source C4.5 algorithm in Weka. It generates the 

rules from Pima diabetic’s data. The training data is a prior 

classified sample of set   Z= {z1, z2,}.  Each sample zi 

contains an m-dimensional vector (y1, i, y2, i… ym, i) where 

the yj shows the attributes for the corresponding sample. The 

greatest information gain produces more classification 

accuracy. 
 

Steps to implement the J-48 

▪ When the instances belong to a similar class, the leaf 

is labelled as a similar class 

▪ Information gain is measured for each feature from the 

test on the features 

▪ Based on the currently chosen parameter, the best 

feature is taken  
 

3.3 OneR Algorithm 

This algorithm learns a one-level decision tree and 

creates a group of rules which test the specific nominal 

feature. 

Steps 

▪ One division for each of the values of the features 

▪ Each division gives the most repeated class 

▪ Error rate: fraction of instances that don't fit into the 

popular class of their equivalent division 

▪ Select the attributes with the lowest error rate 

 

3.4. Multi-Layer Perceptron (MLP) 

Multilayer perceptron uses backpropagation to learn the 

classify instances. The network parameters are modified 

throughout the training time and contain unthresholded linear 

units of all sigmoids. Between nodes of initial weight is 

adjusted, and the splitting data is shuffled with seed help. 

The option Momentum means applied to the weight 

updates—the classifier throughput when nominal features in 

the dataset are increased to nominalToBinary pre-processing 

filters.  In the neural network, hidden Layers are positive 

whole numbers, one indicates the presence of hidden layers, 

and zero means no hidden layers. A simple structure of 

Multi-Layer Perceptron and layer generations in Weka tools 

are exposed in Figure 7 and Figure 8, respectively. 

 

3.5. Random Forest 

A random forest is a Machine Learning (ML) approach 

utilized to resolve regression and classification problems. It 

uses ensemble learning and associates more classifiers to 

clarify multifaceted problems. 

Implementation steps: 

  

▪ Choose random K data points from the training set.  

▪ Construct the decision trees associated with the 

chosen Subsets.  

▪ ChooseN for decision trees to build and repeat the 

random K selection and build the decision trees. 

▪ For new data points, determine the predictions of 

each DT, and consign the new data points to the 

group that succeeds in the popular votes.  

 

  

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 7 Structure of the Mult-Layer Perceptron 
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Fig. 8 Layers generation in MLP 

 

3.5. NavieBayes Algorithm 

A Naive Bayes classifier is called a probabilistic ML 

model employed for classification jobs.  The Bayes in Naïve 

Bayes comes from Bayes’ Theorem. Bayes’ Theorem defines 

the probability of an occurrence according to prior 

knowledge related to the event. Naive Bayes is a linear 

classifier. Naive Bayes used alpha and beta 

hyperparameters to adjust for smoothing out. Due to this 

process, the training set can optimize. 

Implementation steps: 

 

▪ Separate using class labels.  

▪ Review the dataset and data by class 

▪ Apply probability distribution function 

▪ Class Probabilities. 

 

3.6. Proposed Improved Artificial Neural Network  

This proposed research uses the PID dataset to construct 

the neural network.  Python contains numerous build 

libraries. Panda’s library is used to load the PID dataset. For 

mathematical calculation, Numpy is used.  The keras model 

is used to construct the deep neural network. After importing 

libraries and loading the dataset, we need to separate the 

input and target fields. The proposed model flow and 

architecture are shown in Figure 9 and Figure 10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9 Proposed Improved Artificial Neural Network 

 

Importing Modules 

 (Python Libraries) 

        Loading the PID dataset 

Input and Output separation 

Splitting Training and Testing data 

Building Improved  

Artificial Neural Network (IANN) 

(Activation Fn: relu and Sigmoid) 

Loading the PID 

Validated IANN by splitting training 

and testing data, Cross Validation  

https://www.statisticshowto.com/hyperparameter/
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Data may be separated into training and testing data to 

build the classification model. In model building, activation 

functions are essential features in artificial neural networks 

(ANN). This research used ReLU and Sigmoid functions to 

construct the model. In ANN, the activation function 

describes the output of that node specified as an input set. 

Tensor flow is the framework to implement the deep learning 

model.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 10 Layer description 

 
Table 1. Algorithm pseudo code to find Training accuracy and Testing 

Accuracy 

#import the python libraries 

Numpy, Pandas, tensorflow, Keras and Sklearn 

Loading the diabetes dataset 

# Separating the input and output attributes 

Predictor = df.iloc[:, :-1] 

output = df.iloc[:,8] 

# Split the training and testing data 

W_train_A, Z_test, Z_train_B, Z_test =  

train_test_split(Predictor, output,   

random_state=42) 

W_train, W_valid, Z_train, Z_valid =  

train_test_split(W_train_A, Z_train_B,  

random_state=42) 

# Model creation 

Numpy. random.seed(7) 

tensorFlow.random.set_seed(7) 

modeliann =Sequential() 

modeliann.add(Dense(15,input_dim=8,  

activation='relu')) 

modelann.add(Dense(10,activation=relu')) 

modeliann.add(Dense(8,activation='relu')) 

modeliann.add(Dropout(0.25)) 

modeliann.add(Dense(1, activation='sigmoid')) 

Find Training accuracy and Testing Accuracy 

 

Table 2. Algorithm pseudo code to find Training accuracy and Testing 

Accuracy 

#import the python libraries 

Numpy, Pandas, tensorflow, Keras and Sklearn 

Loading the diabetes dataset 

# Converting the dataframe into an array 

      Predictor = df.iloc[:, :-1] 

      Target = df.iloc[:,8] 

cvscoress = [] 

      W=np.array(Predictor)  

      Z=np.array(Target) 

# Cross validation 

fkfold = StratifiedKFold(n_splits=10, shuffle=True,  

random_state=7) 

# Model creation 

for ftrain,ftest in fkfold.split(W, Z): 

modeliann=Sequential() 

modeliann.add(Dense(15,input_dim=8,  

activation='relu')) 

modeliann.add(Dense(10,activation='relu')) 

modeliann.add(Dense(8,activation='relu')) 

modeliann.add(Dropout(0.25)) 

modeliann.add(Dense(1, activation='sigmoid')) 

#Compile the model  

Modeliann.compile(loss="binary_crossentropy", 

Optimizer="SGD",   

Metrics=['accuracy']) 

modeliann.fit(W[ftrain], Z[ftrain], epochs=20) 

    scores = modeiann.evaluate(W[ftest], Z[ftest],  

verbose=0) 

    print("%s: %.2f%%" % (modeliann.metrics_names[1],  

scores[1]*100))  

cvscoress.append(scores[1] * 100) 

 

The proposed architecture is a modified MLP, which 

uses four hidden layers.  Sigmoid and Relu activation 

functions are used.  

 

Table 1 shows the algorithm pseudo code to find the 

proposed work's training and testing accuracy. Step 1 

Imported the python libraries and loaded the PID dataset. 

After loading, separate the train data and test data. Then 

proposed model is created with four hidden layers and 

epochs is 200. Finally, the user gets the accuracy of the 

classifier. Table 2 shows the algorithm pseudo-code for 

cross-validation measures. Here K-fold, split=10 and 

epochs=20 are used. 

 

4. Experimentation and Results 
Experiments can be carried out using the python Weka 

machine-learning tool. Then test the performance of the 

different classifiers derived from machine learning. 

 

4.1. Dataset Description 

The proposed techniques emphases on diabetic patients 

in instructing them to deliver a sufficient analysis. Pima 
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Indians Diabetes (PID) is a benchmark dataset from the UCI 

ML repository [30-32]. It is used as training and test data for 

predicting the model. This data contains patients who are 

females at least 21 years old of Pima Indian heritage. Every 

suffering from diabetics, disease person is sharp through 8 

descriptors and 2 classes. The patient proves signs of 

diabetes based on the World Health Organization (WHO) 

norms. Table 3 and Table 4 represent the information about 

the PID benchmark data.  

 
Table 3. Features of the Pima Indian diabetes 

No. of 

Features 

Name of the 

feature 

Descriptions 

W1 Pregnancies for 

Women 

Number of times pregnant 

W2 Glucose Level 

 

Plasma glucose 

concentration a 2 hours in 

an oral glucose tolerance 

test 

W3 Blood Pressure Diastolic blood pressure  

(mm Hg)  

W4 Skin Thickness Triceps skin fold thickness 

(mm)  

W5 Insulin level 2-Hour serum insulin  

(mu U/ml)  

W6 BMI Body mass index  

(weight in kg/(height in 

m)^2)  

W7 Diabetes 

Pedigree 

Function 

Diabetes pedigree 

function 

W8 Age of patient In years 

Z Outcome-class 

variable 

0 or 1 

 
Table 4. Parameter of the Pima Indians Diabetes benchmark dataset 

Dataset Samples Descriptors Number 

of 

features 

Classes 

Pima 

Indians 

diabetes 

768 8 9 2 

 

4.2 Measure Used 

4.2.1. Precision 

Proportion of appropriately identified positive 

interpretations to all expected positive observations as shown 

below Equation (1). 

 

Precision =
TP

TP + FP
                                        (1)    

 

4.2.2. Recall 

Proportion of appropriately forecasted positive 

interpretations to the total observation in the actual class as 

represented in Equation (2).  

Recall =
TP

TP + FN
                       (2)      

 

Here TP: True Positive, FP: False Positive, TN: True 

Negative and FN: False Negative 

 

4.2.3. F-Measure 

Weighted average of precision and Recall false positives 

and false negatives are considered. It is given by Equation 

(3). 

 

F − Measure:
2(Recall ∗ Precession)

(Recall + Precission)
                              (3)  

 

4.3. Experiment Result and Discussion 

The experiment result shows different data mining 

results of classifier measures for NaiveBayes (NB), 

MultiLayer Perceptron (MLP), OneR, J48 IBk, J48, OneR, 

MultiLayer Perceptron (MLP), RandomForest (RF), 

MultiLayer Perceptron (MLP), and NaiveBayes (NB) 

algorithms using Weka for 5-fold and 10-fold measures of 

cross-validation,  which are shown in Figure 11 and Figure 

12 respectively. NaieBayes makes superior classification 

outcomes and is compared to other algorithms in the Pima 

diabetic dataset. The throughput of the classifier using 5-fold 

cross-validation is represented in Table 5. NaiveBayes 

produces 76.30% of the data correctly classified among all 

the classifiers. Similarly, from available classifiers, NB 

produces a better result of 76.30% as a correctly classified 

instance among all the classifiers in the class label as an 

outcome in the PID dataset using the cross-validation of the 

10-fold test, which is represented in Table 6 

 

 
Fig. 11 Classifiers - 5-Fold Cross Validation 
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Table 5. Correctly and incorrectly classification using 5-Fold Cross 

Validation 

Classifiers 

Correctly 

Classified 

Instance (%) 

Incorrectly 

Classified 

Instance (%) 

IBk 70.31 29.68 

J48 71.22 28.17 

OneR 71.87 28.12 

MultiLayer 

Perceptron (MLP) 
74.34 25.65 

RandomForest 

(RF) 
75.91 24.08 

NaiveBayes (NB) 76.30 23.9 

 
Table 6. Correctly and incorrectly classification using 10-Fold Cross 

Validation 

Classifiers 
Correctly Classified 

Instance (%) 

Incorrectly 

Classified Instance 

(%) 

IBk 70.18 29.81 

OneR 70.83 29.16 

J48 73.82 26.17 

MLP 75.13 24.86 

RF 75.91 24.08 

NB 76.30 23.69 

 

 
Fig. 12 Classifiers using 10-Fold Cross Validation 

 

Table 7 and Table 8 show different data mining results 

of classifier precision, recall and F-Measures for NaiveBayes 

(NB), MultiLayer Perceptron (MLP), OneR, J48 IBk, J48, 

OneR, MultiLayer Perceptron (MLP), RandomForest (RF), 

MultiLayer Perceptron (MLP), and NaiveBayes (NB) 

algorithms using Weka for 5-fold and 10-fold cross-

validation measures. NaiveBayes produces the highest value 

of 67.8% precision, 61.2% recall and 64.3% F-measure 

among other available algorithms in 5-fold cross-validation 

and 67.6% precision, 61.6% recall and 64.5% F-measure 

among other available algorithms in 10-fold cross-validation. 
 

 

 

 

Table 7. Precision, Recall and F-Measure Performance of Classifier - 5-

Fold Cross Validation 

Name of the 

Classifiers 
Precision Recall 

F-Measure 

OneR 62.4 48.9 54.8 

IBk 58.1 53.4 55.6 

J48 58.5 60.4 59.4 

Multilayer 

perceptron 
64 60.4 

62.2 

RandomForest 66.3 63.1 64.6 

NaiveBayes 67.8 61.2 64.3 

 
Table 8. Precision, Recall and F-Measure Performance of Classifier-10-

Fold Cross Validation 

Name of the 

Classifiers 
Precision Recall 

F-Measure 

OneR 60.5 47.4 53.1 

IBk 58 53 55 

J48 63.2 59.7 61.4 

MLP 65.3 61.2 63.2 

RF 66.7 61.9 64.2 

NB 67.6 61.6 64.5 

 

The classifiers' error rate is demonstrated in Table 9 and 

Table 10 for 5-fold cross-validation and 10-fold cross-

validation, respectively. The MAE of NB in 5-fold cross-

validation and 10-fold cross-validation, a value of 28.43, is 

obtained. Hence, the error rate of NB is highly reduced 

compared with all other available algorithms. 

 
Table 9. Classifier Error Performance using 5-fold cross-validation 

Classifiers 

in % 

One

R 

J-48 RF IBk MLP NB 

Mean 

Absolute  

Error 

(MAE) 

34.8

3 

32 31.23 29.7 29.3

6 

28.43 

Root Mean 

Squard 

Error 

(RMSE) 

28.1

3 

46 40.45 54.4 41.5

8 

41.69 

Relative 

Absolute 

Error 

(RAE) (%) 

53.0

3 

71 68.70 65.4 64.5

8 

62.47 

 

Table 10. Classifier Error Performance using 10-fold cross-validation 

Classifiers 

in % 

J-48 IBk OneR MLP RF NB 

MAE 32.19 29.88 29.12 29.38 31.29 28.43 

RMSE 46.45 54.53 54.01 42.36 40.52 41.69 

RAE  70.81 65.73 64.17 64.64 68.84 62.54 
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Fig. 13 Visualization of PID dataset features 

 

 
Fig. 14 Training and Testing Accuracy of IANN 

 

Visualization of data is an essential part of data science. 

It supports knowing data and can be used to explain the data 

to a new person. The visualization of all features in the PID 

dataset is shown in Figure 13. 

 

IANN evaluated the model with training and 

validation accuracy. It is represented in Figure 14 with 

an epoch of 200. This deep learning model produces a 

training accuracy of 79% and a testing accuracy of 

77%. Hence, this model produces the highest accuracy 

compared to existing algorithms. Figure 15 shows the 

result of the proposed classifier, which produces 83% 

precision, 81% recall, and 82% F-Measure. The 

proposed IANN produces good precision and F-

measure compared to the existing NB. Figure 16 

exploded the proposed IANN 10-fold cross-validation 

results. The 10th fold gets 69.74% accuracy, and the 

average accuracy is 66%. 
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Fig. 15 Proposed work-classifier results. 

 

 
Fig. 16 Result of 10 fold cross validation 

 

 

5. Conclusion and Future Direction 
This research uses the PID dataset to build the deep 

learning model for diabetic classification. The Weka tool is 

used to build the classifiers for IBk, OneR, J48, Multilayer 

Perceptron, RandowForest, and Naive Bayes. The Nave 

Bayes model produces good performance compared to other 

existing models. Our proposed improved artificial neural 

network model is designed as a modified ANN using multi-

layer perceptron, producing 79% training accuracy and 77% 

testing accuracy. Furthermore, this work can be extended 

using a huge dataset and deep learning techniques.  
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