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Abstract - A brain tumor is a type of cancer that is difficult to detect. As a result, it is more important for care to evaluate 

nodules swiftly and appropriately for both men and women. As a result, numerous approaches for detecting brain tumors in 

their early stages have been developed. A comparative comparison of multiple strategies based on machine learning and deep 

learning for brain tumor identification has been offered in this procedure. There have been far too many approaches for 

diagnosing brain tumors developed in recent years, the majority of which rely on MRI images. In addition, several classifier 

methods are used in conjunction with threshold segmentation algorithms to locate tumors using picture recognition. MRI gray 

scale images have been discovered to be more suitable for obtaining accurate results because of this method. As a result, most 

MRI scan images are used to detect tumors in the brain. Furthermore, the findings obtained from approaches based on 

machine learning and deep learning techniques were more accurate than those obtained from methods based on traditional 

deep learning techniques. The deep learning method was proposed using the Convolutional neural network to predict the 

outcome with high accuracy.  

 

Keywords - Brain tumor, Convolutional neural network (CNN), Deep learning, MRI(Magnetic Resonance Imaging), Threshold 

segmentation.  

 

1. Introduction  
In recent years, health informatics systems have been 

increasingly used to detect and monitor major diseases. 

Artificial learning-based information systems are used to 

monitor brain tumor disease. Brain tumors affect both men 

and women and are caused by uncontrolled cell proliferation 

in the brain. The brain is the physical body's command and 

control center. It is responsible for carrying out all activities 

across many connections and neurons. A brain tumor is one 

of the most dangerous disorders caused by the abnormal 

development of cells in the brain that affects the nervous 

system's activities. Brain tumors come in various shapes and 

sizes and can be either malignant or benign. Image 

processing is the process of examining and modifying a 

photograph to extract information from it. According to 

figures from the World Health Organization, cancer is the 

second largest cause of human death worldwide, accounting 

for an estimated 9:6 million deaths this year. Because of their 

aggressive nature, varied characteristics (types), and low 

relative survival rate, brain tumors are often regarded as 

among the deadliest cancers. The goal of this study is to 

compile a list of reviews and technical literature on brain 

cancer diagnosis. It provides an outline of the current brain 

tumor treatment method. Image processing techniques were 

used to enhance the brain tumor in an MRI dataset.  

 

       
 

             Non- brain tumor              Brain tumor  

 
Fig. 1 Sample dataset MRI brain tumor images 

  

http://www.internationaljournalssrg.org/
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 2. Background  
2.1. Brain Tumors and Magnetic Resonance Imaging  

Brain tumors can be intra-axial (e.g., gliomas) or extra-

axial (e.g., meningiomas or pituitary adenomas). Intra-axial 

brain tumors are particularly difficult to treat, especially at 

advanced stages, when they are usually discovered due to the 

symptoms caused by the mass effect on the surrounding 

brain. Treatment failure can be due to several factors, 

including the limited capacity of current imaging modalities 

to identify the boundaries of the lesion within the normal-

appearing brain parenchyma. Hence, more advanced imaging 

techniques for assessing brain tumors and surrounding 

structures are critical to improving overall management. 

Extra-axial brain cancers also require special attention, as 

these tumors (such as pituitary adenoma and meningioma) 

can result in complications and long-term impairment.  

MRI is the workhorse for brain tumor imaging in clinical 

practice providing structural, microstructural, functional, and 

metabolic information. Moreover, novel advanced imaging 

techniques are continuously developed to improve brain 

tumors' identification, characterization, and response 

assessment. Hence, much artificial intelligence (AI) 

applications in brain tumor imaging have been based on 

MRI.   

2.2. Deep Learning  

      Deep Learning (DL) is a subfield of ML concerned with 

techniques inspired by neuroscience. However, Good fellow 

et al. noted that neuroscience is no longer the primary source 

of inspiration for deep learning. Recently, DL algorithms 

have established themselves as a critical component of 

medical image analysis tasks, such as object recognition, 

classification, and segmentation. CNNs represent the most 

often utilized DL algorithm for developing brain tumor 

classification and segmentation techniques. CNNs can learn 

the spatial relationships between voxels in an MRI scan. In 

CNNs, multiple filters are hovered on an input image to learn 

different features that characterize the image.  

A typical CNN model mainly consists of the following 

components: (i) input layer, (ii) convolution layer, (iii) 

activation function, (iv) pooling layer, (v) fully connected 

layer, and a (vi) output layer. The input layer feeds the input 

image into the network for processing by the successive 

layers. Convolution, pooling, and activation functions are 

used to extract high-level features from the image, whilst the 

fully connected layer is used for image classification, object 

segmentation, or object detection. The output layer generates 

the network’s final prediction or results.  

 

2.3. Vision Transformers  

      CNNs have demonstrated state-of-the-art performance in 

computer vision tasks, such as brain tumor segmentation and 

classification, over the last few years. However, CNNs 

cannot efficiently capture long-range information or 

dependencies due to their small kernel size. Long-range 

dependencies are those in which the desired output depends 

on image sequences presented at distant times. Due to the 

similarity of human organs, many visual representations in 

medical images are organized in sequence. Destruction of 

these sequences will significantly affect the performance of a 

CNN model. It is because the dependencies between medical 

image sequences (such as modality, slice, and patch) contain 

significant information. These long-range dependencies can 

be effectively handled by techniques that can process 

sequence relations. A self-attention mechanism in ViTs has 

the capacity to model long-range dependencies, which is 

very important for precise brain tumor segmentation. They 

achieve this by modelling pairwise interactions between 

token embedding, thus enabling ViT-based models to learn 

local and global feature representations. ViT has 

demonstrated promising performance on a variety of 

benchmark datasets. 

  

 
Fig. 2 The general architecture of a Convolutional Neural Network (CNN) 
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Fig. 3 Vision Transformers (ViT) model 

 

 
Fig. 4 CapsNet 

 
2.4 Capsule Neural Networks  

       Despite the remarkable success of CNNs, they have 

some drawbacks.  First, CNNs require vast datasets for 

training. Second, CNNs are typically not robust to affine 

rotations and transformations. Additionally, the routing 

mechanism employed by CNN’s pooling layers is distinct 

from that employed by the human visual system.  The CNN 

pooling layer routes all the information extracted from the 

image to all the neurons in the subsequent × layer, neglecting 

essential details or little objects in the image. Hinton et al. 

designed the CapsNet to address the drawbacks of CNN. The 

general structure of a CapsNet is depicted in Figure - 4. A 

CapsNet is a three-layer network composed of the 

convolutional, primary capsule, and class capsule layers. The 

primary capsule layer is typically the first one, followed by 

an undetermined number of capsule layers. The class capsule 

layer follows the capsule layer. The convolutional layer 

extracts the feature and then transmits it to the primary 

capsule layer. The primary capsule performs a series of 

operations and transmits the resulting feature map to the digit 

capsule. Typically, the digit capsule is composed of an n   m 

weight matrix, where n denotes the number of classes and m 

is the size of each digit capsule. The digit capsule is used to 

classify the input image before it is fed into the decoder. The 

decoder consists of three fully connected layers that are used 

to reconstruct or decode the selected digit capsule into an 

image.  

  

Figure 3. Overview of a Vision Transformers (ViT) 

model. The image is partitioned into N small patches (e.g., 9 

patches). Each image patch contains n × n pixels (e.g., 16 × 

16 pixels). After partitioning, each image patch is flattened: 

each of the flattened image patches is fed into a linear 

projection layer to obtain a lower-dimensional linear 

embedding. 
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Moreover, positional embeddings are added to the 

sequence of image patches to ensure each image keeps its 

positional information. The input and position embedded 

sequences are fed into a standard transformer encoder for 

training. The training can be conducted by an MLP or CNN 

head stacked on top of the transformer. The “*” symbol 

refers to an additional learnable (class) embedding that is 

appended to the sequence based on the position of the image 

patch. This class embedding is used to predict the class of an 

input image after self-attention updates it.  

  

Figure 4. General scheme of a capsule neural network 

(CapsNet). A CapsNet is a three-layer network composed of 

the convolutional, primary capsule, and class capsule layers. 

The primary capsule layer is typically the first one, followed 

by an undetermined number of capsule layers. The class 

capsule layer follows the capsule layer. The convolutional 

layer extracts the feature and then transmits it to the primary 

capsule layer. The primary capsule performs a series of 

operations and transmits the resulting feature map to the digit 

capsule CapsNet can recognize spatial and hierarchical 

relationships among objects in images. They are resistant to 

rotation and image transformations. Additionally, as shown 

in, CapsNet requires substantially less training data than 

CNN. Moreover, results reported in the literature show that 

CapsNet has the potential to improve the accuracy of CNN-

based brain tumor diagnosis using a minimal number of 

network parameters.  

 

It is worth noting that the pooling operation in CNNs 

makes them robust to small input transformations. However, 

for CNN to perform well, it must be trained on augmented 

data in terms of scale, rotation, and varying perspectives. 

Despite this, results reported in the literature indicate that, in 

some cases, CapsNet performs comparably to CNN models 

trained on augmented datasets. CapsNet does not need to be 

trained on large-scale or augmented data to produce excellent 

results. It makes it a suitable model for medical image 

datasets, which are typically small. For more information on 

CapsNet, please refer.  

  

 3. Literature Survey  
Brain tumors can be located anywhere in the human 

brain and assume virtually any shape, size, or contrast 

(dissimilarity). It shows that ML-based solutions that can 

effectively and automatically classify and segment brain 

tumors are needed. The introduction of powerful computing 

devices and lower hardware prices have prompted the 

scientific community to develop numerous brain tumor 

segmentation and classification techniques. Some methods 

were designed with classical ML algorithms, while others 

were designed with CNN algorithms and CapsNet. This 

section reviews ML-based, CNN-based, CapsNet-based, and 

ViT-based brain tumor segmentation and classification 

techniques. These techniques are expected to assist medical 

practitioners in improving the accuracy and consistency of 

diagnosis.  

  

3.1. Classical Machine Learning-Based Techniques  

      Numerous brain diagnostic systems have been developed 

using classical ML algorithms, including Support Vector 

Machines (SVMs), Random Forests (RFs), and k-Nearest 

Neighbor (kNN), to list a few. These algorithms are used 

alone or in combination with other ML algorithms or feature 

selection techniques. This section presents a survey of ML-

based brain classification and segmentation techniques.  

  

3.1.1. Brain Tumor Classification and Segmentation Using 

Hybrid Texture-Based Features  

      An image's texture is an important feature that can be 

used to identify different regions of interest. The texture of a 

region in an image is determined by the distribution of Gray 

levels across the image pixels. Jena et al.proposed a brain 

tumor classification and segmentation technique using 

texture features and multiple ML algorithms. The technique 

is divided into two stages: tumor classification and tumor 

segmentation. The MRI scans are pre-processed in the tumor 

classification stage, and texture features are extracted from 

the images using different texture extraction techniques. The 

following texture-based features were explored in the study: 

first-order statistical feature, Gray- level co-occurrence 

matrix (GLCM) feature, Gray-level run length matrix 

(GLRLM) feature, Histogram-oriented gradient (HOG) 

feature, Local binary patterns (LBP) feature, Cross-diagonal 

texture matrix (CDTM) feature, and simplified texture 

spectrum feature. All the features were extracted from 100 

tumors and 100 × non-tumor images. The extracted features 

were combined to form a feature vector matrix size 200 471. 

Subsequently, the feature vector matrix was used to train five 

ML algorithms: SVM, k-NN, binary decision trees, RF, and 

ensemble methods. The ensemble methods consist of seven 

algorithms: Adaboost, Gentleboost, Logitboost, LPboost, 

Robust-boost, RUSboost, and Totalboost. After training, the 

tumorous images were identified and used as input to a 

hybrid tumor segmentation technique designed for the study. 

The hybrid technique consists of k-NN and fuzzy C-means 

clustering algorithms. The hybrid technique was used to 

segment the tumor regions in the images. It was evaluated on 

two datasets based on the following performance metrics: 

average Dice similarity coefficient (DSC), average Jaccard 

similarity coefficient, and average accuracy. The dataset used 

to evaluate the model include BraTS2017, BraTS2019, and 

the Cancer Imaging Archive (TCIA). Experiments show that 

the ensemble methods produced the best result, achieving a 

classification accuracy of 96.98% and 97.01% for 

BraTS2017 + TCIA and BraTS2019 + TCIA, respectively. 

RF produced the second-best result, achieving an accuracy of 

96.5% and 96.99% for BraTS2017 + TCIA and BraTS2019 + 

TCIA, respectively. The results also show that the 

segmentation technique produced a Dice similarity score and 

accuracy of 90.16% and 98.4%, respectively, for BraTS2017.  
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 3.1.2. Brain Tumor Classification Using GoogleNet 

Features and ML  

      Sekhar et al. proposed a tumor classification model using 

a modified GoogleNet pre-trained CNN model and two ML 

algorithms: SVM and k-NN. In the study, the last three fully 

connected layers of the GoogleNet network were modified 

and fine-tuned on brain tumor images. After fine-tuning, the 

1024 feature vector from the previous average pooling layer 

was extracted and used to train SVM and k-NN classifiers. 

The technique was evaluated on the CE-MRI dataset 

containing 3064 T1w post-GBCA brain MR images from 233 

patients. Experimental results show that GoogleNet produced 

precision and recall of 96.02% and 97.00% for glioma, 

respectively, using the softmax activation function. The 

model's performance was improved by over 2.5% when the 

SVM classifier was used. It achieved precision and 

specificity of 98.76% and 98.93% for glioma, respectively. 

The performance of GoogleNet was also improved by over 

2.3% when the k-NN classifier was used. It produced 

precision and specificity of 98.41% and 98.63% for glioma, 

respectively. It shows that features extracted from pre-trained 

CNN models can be used to build effective ML-based 

classifiers.   

  

4. Methodology  
This review includes papers published between 2019 and 

2022. A few studies that were published before 2019 are also 

covered in this paper. Specifically, we focused on papers that 

developed brain tumor classification and segmentation 

approaches using ML, CNN, CapsNet, and ViT. The 

following databases for scientific literature were queried to 

find relevant articles: PubMed, Google Scholar, and 

ScienceDirect. We also queried the online database of the 

Multidisciplinary Digital Publishing Institute (MDPI) for 

journal articles. The following search terms were used for 

our queries: a brain tumor, segmentation, classification, and 

DL. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram of the proposed review on AI applications to brain 

tumor MRI 

Database used: PubMed, Google scholar, Science Direct, MDPI 
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(a) 

 
(b) 

Fig. 6 Percentage of Articles reviewed for this study (a) Segmentation approaches wise (b) Year wise 

 

In addition, the union of the outlined search terms was 

used with a set of terms relating to DL brain tumor 

segmentation and classification, including classic machine 

learning, convolutional neural networks, capsule networks, 

and transformers. The following inclusion criteria were used 

in this survey: conventional brain segmentation and 

classification techniques, deep learning, capsule networks, 

vision transformers, MRI images, and peer-reviewed. Ph.D. 

theses, M.Sc. theses, and case study papers were excluded 

from this study. Figure 5 shows the Preferred Reporting 

Items for Systematic Reviews and Meta-Analyses (PRISMA) 

diagram used for this survey. Figure 6 a and b illustrates the 

percentage of articles reviewed in this study and their 

publication year, respectively.  

 

4.1. Datasets  

     The 3064 MRI T1w post-GBCA images from 233 patients 

were used. The Medical Image Computing and Computer-

Assisted Intervention (MICCAI) Society has funded 

numerous events and open challenges over the years to 

stimulate the development of DL tools and medical devices 

for computer-aided diagnosis. Most studies used the datasets 

provided by the MICCAI Society to evaluate the efficiency 

of their techniques. Details of the other datasets are also 

shown in Table 1. As shown in the table, most of the 

benchmark datasets are small, making it challenging to build 

DL models from end to end.  

  

 4.2. Image Pre-Processing Techniques  

       Image pre-processing techniques can be used to improve 

the performance of DL-based techniques. Thaha et al. 

introduced a skull stripping and image enhancement 

technique for image pre-processing. Skull stripping removes 

signals from outside the brain, removing unwanted 

information and facilitating learning tasks. Image 

enhancement techniques are also utilized to further increase 

the image’s quality, allowing for identifying essential 

features in the image. Sérgio et al. introduced an intensity 

normalization technique for image pre-processing. Results 

obtained in the study showed that intensity normalization 

combined with data augmentation produced good results.  
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One of the key challenges researchers face applying 

quantitative analyses to MRI scans is the presence of 

background interference, such as thermal noise and scanner-

related artifacts. Thermal noise is typically triggered by 

random fluctuations within the MRI system, radiofrequency 

coils in the MRI scanner, and small movements of the patient 

during the scanning process. The presence of noise in an MR 

scan can reduce the quality of the image.  

Training a CNN on noisy images can affect its ability to 

effectively extract tumor-related features, consequently 

affecting its accuracy and generalization performance. In 

view of this, some studies adopted denoising and contrast 

enhancement as pre-processing steps to improve the quality 

of MRI scans before training CNN models. Some studies 

also developed other techniques for reducing noise in MR 

images, including modified median noise filter, Wiener filter, 

and non-local means approach. More robust and effective 

denoising techniques are still required.  

  

4.3. Performance Metrics  

Several metrics were used to evaluate the performance 

of ML and DL techniques. Most studies used the Dice 

similarity coefficient to evaluate the performance of brain 

tumor segmentation techniques. The coefficients determine 

the amount of spatial overlap between the ground truth 

segmentation (X) and the network segmentation (Y). Some 

studies used average Hausdorff Distance for brain tumor 

segmentation. Many studies used classification accuracy, 

precision (or recall), sensitivity, and specificity to evaluate 

brain tumor classification  

 

4.4. Classification  

4.4.1. Convolutional Neural Network (CNN)  

CNNs are a sort of deep learning system that uses a grid-

like structure to process data. CNNs are a form of deep 

learning algorithm used to handle data related to space or 

time. CNNs are similar to other neural networks, but because 

they use a succession of convolutional layers, they add a 

layer of complexity. Convolutional layers are an essential 

part of Convolutional Neural Networks (CNNs). A typical 

CNN architecture is depicted in the diagram below,  

  

Image identification and classification tasks frequently 

employ CNNs. CNNs can be used to recognize objects in an 

image or to classify an image as a cat or a dog, for example. 

CNNs can also be used to perform more complicated tasks, 

such as creating visual descriptions or recognizing image 

points of interest. CNNs can also be used to analyse time-

series data like audio or text. CNNs are a strong deep 

learning tool that delivers cutting-edge outcomes in various 

applications.  

 

The following are definitions for the various layers in 

the architecture depicted above:  

 

Convolutional Layer 

Convolutional layers are made up of a group of filters 

(also known as kernels) applied to an input image. A feature 

map represents the input image with the filters applied as the 

convolutional layer's output. Layers of convolutional neural 

networks can be stacked to produce more complicated 

models that can learn more intricate features from photos.  

 

Pooling Layer  

 In deep learning, pooling layers are a sort of 

convolutional layer. The spatial size of the input is reduced 

by pooling layers, making it easier to process and needing 

less memory. Pooling also reduces the number of parameters 

and speeds up the training process. Pooling can be divided 

into two types: maximum pooling and average pooling. The 

maximum value from each feature map is used in max 

pooling, while the average value is used in average pooling. 

After convolutional layers, pooling layers are often employed 

to minimise the input size before it is fed into a fully 

connected layer.   

Fully Connected Layer  

      In a convolutional neural network, fully-connected layers 

are one of the most fundamental layers (CNN) types. Each 

neuron in a fully-connected layer is entirely coupled to every 

other neuron in the previous layer, as the name implies; when 

the goal is to take the information learnt by the preceding 

layers and apply them to produce predictions, fully linked 

layers are often utilized near the conclusion of a CNN.  

 
Fig. 7 CNN Architecture 
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Fig. 8 Layers that are used in our model (II) Prediction 

 

 

It is a method of predicting brain tumors from a dataset. 

This project will effectively predict data from the dataset by 

improving the overall prediction outcomes.  

 

4.5. Result Generation  

The overall prediction will be used to create the Final 

Result. Some measures, such as accuracy, are used to 

evaluate the performance of this proposed approach.  

 

CNN accuracy is 86.44067645072937 % - 

99.98620748519897 % Confidence This is a Tumor 

 
Fig. 9 The accuracy and result for the given input image 

 

It will show the accuracy and result for the given input image 

(i.e.) whether that selected image has a brain tumor or not.  

 

4.6. Experimental Results  

  The effectiveness of the proposed technique is assessed 

using accuracy.  

 

4.6.1. Accuracy  

One parameter for evaluating the classification model is 

accuracy. Accuracy is defined as the ratio of the total number 

of correct predictions to the total number of predictions.  

  

                     Accuracy = TP+TN/TP+TN+FN+FP 

Where,  

TP(true positive) is the total number of images correctly 

classified.  

 

TN(true negative) is the number of images correctly 

classified but not belonging to that class.  

 

FP(false positive) is the number of images misclassified 

to some other classes.  

 

FN(false negative) is the number of images belonging to 

one class but misclassified to another.  
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Fig. 10 Graph for accuracy and loss 

 

The accuracy and loss graph denotes the below figure 

10.  

Here X-axis represents the number of training epochs, 

and Y-axis represents the model's loss.  

 

5. Conclusion  
A two-step approach for detecting brain tumor tissue 

was introduced in this process. The thresholding approach is 

combined with using a shape descriptor in this method. The 

thresholding algorithm groups picture pixels in the first 

phase, after which the image is binaries using a threshold 

value. Although tumor structures are formed in binary 

elements, they are frequently surrounded by healthy 

structures. The second step eliminates non-tumor tissues, 

only detecting those corresponding to the tumor. The CNN 

algorithm can be used to classify MRI images. It will 

improve the accuracy of brain tumor diagnosis. 
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