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Abstract - The recognition of visual speech is considered an emerging solution for feasible recognition. However, the 

choice of imperative features is a challenging task for acquiring elevated performance. A deep model is devised for lip 

reading-based visual speech recognition. The CFPNet-M is being employed for extracting the regions of lips. The 

Lipreading technique helps to provide a silent interface and enhances speech recognition in noisy platforms, as the optical 

signal is not impacted via noise. The features, like Convolutional Neural Network (CNN) features, Gabor features, width, 

area, mass, location, orientation, Local Gabor Ternary Pattern (LGTP), statistical features, along with the voice features 

and spectral features, are considered. With the aid of a deep residual network (DRN), speech recognition is carried out 

effectively, wherein weight update of DRN is performed using Social Exponential Optimization Algorithm (SEOA). The 

resultant output of SEOA-based DRN is considered for visual speech recognition. The experimentation of the proposed 

method is done using certain measures by illustrating the efficiency of each technique. The proposed SEOA-DRN offered 

high efficiency with elevated accuracy of 88.4%, sensitivity of 90.6% and specificity of 90.6%.  
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1. Introduction 

The recognition of lipreading is a procedure of 

detecting speech by managing lip movement in which the 

audio is mistreated. The preliminary techniques in this 

domain are extracting the features using the mouth's 

interesting region and trying to model its dynamics for 

detecting speech. The Lipreading models can facilitate the 

utilization of quiet borders and improve recognition of 

acoustic speech as visual signal is not influenced by noise 

[8,10]. The process of lip reading is adapted at word, 

alphabet and sentence levels [11]. Static images and time 

series classification techniques are utilized in alphabet-

based lip reading. 

 

Meanwhile, the classical models are favoured in word 

and sentence-based functions. The sound and image-based 

features can be utilized for reading lips. Specifically, the 

data comprises image-based features that pose an elevated 

success rate in applications in which they are utilized. The 

success rate of lip reading relies on the classification 

model utilized along with selecting features [7]. The major 

issue in detecting the speech based on video recordings is 

individual utterances segmentation, which helps to detect 

words from the frames considering video. In audiovisual 

speech recognition methods, speech segmentation is 

attained throughout the audio signals with transliterated 

video quantity. In some cases, the audio signals are not 

accessible or extremely infected by noise [21,28]. 

The reading with lip aimed to detect speech by 

understanding lip movement [12], and it is a method 

utilized by several people suffering from hearing loss [13]. 

The vision also increases audio efficiency under 

unfavourable acoustical conditions [37]. Reading through 

lip is extensively utilized in recognizing speech, identity, 

human-computer interfacing and multimedia models. It 

poses two major units, which are the extraction of lip 

features and recognition of features with front and back 

ends. However, some lipreading models utilize deep 

learning techniques and end-to-end models, which 

manifestly describe explanatory features. Several models 

utilize pre-trained deep learning techniques and need 

highly data-intensive techniques, which can be highly 

time-consuming during training [15]. 

 

Another problem is a deficiency of explainability in 

these models. This technique utilizes image unswervingly 

as the contribution, with nil features that made it complex 

to imagine and elaborate features. Even though the current 

investigation examined the method which utilized CNN for 

self-learning [16], the deep learning techniques are very 

complex to process. The two-stage technique extracted 

features with several classical image methods, like 

Discrete Cosine Transform (DCT) [17] and Principal 

Component Analysis (PCA), which are converted to 

various dimensions and are not instinctive to humans when 

analyzed [1]. Another technique is to utilize shape or 

appearance technique that can be used to set mouth regions  
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and determine the geometric features, which takes more 

time for training. The features must be instinctive to 

comprehend the behaviour of the network [1]. Recently, 

deep learning methods have shown huge benefits in 

several domains, like the representation of the image, 

detection of an object, recognition of humans and 

recognition of speech. The CNN has made a huge 

achievement in representing and classifying the image. 

Some attempts are devised to adapt CNN for learning, 

representing lip movement and offering emerging 

outcomes are generated [8]. Various deep learning models 

are devised to extract features using the pixels and replace 

the classical feature extraction phase. Fewer techniques are 

devised that jointly learn mined features and carry out the 

classification of visual speech, which has caused novel 

deep-learning-based lip reading models that outperformed 

the classical techniques. The popular deep learning 

techniques need huge data for effective performance. Its 

success led to small databases, which are self-effacing and 

led scientists to declare deep methods do not execute 

simple tasks. Thus, classical visual speech recognition 

techniques are improved selection whenever huge 

databases are not accessible [2][30,31]. 
 

The aim is to design a method for visual speech 

recognition based on lip reading using a deep model. The 

lip region is extracted from each frame using CFPNet-M. 

The information on the lip is obtained with the CFPNet-M, 

which detects the spoken words based on patterns of 

movements in the lip while speaking. The tracking of lip 

movements of a provided speaker is done to mine pertinent 

speech features. In addition, the DRN is introduced to 

perform speech recognition. DRN is trained by developed 

SEOA and is developed by blending Social Optimization 

Algorithm (SOA) and Exponentially Weighted Moving 

average (EWMA). The proposed SEOA-based DRN is 

utilized for recognizing visual speech. Here, the features of 

the image and signals are considered for recognition. The 

optimum tuning of DRN weight is done using SEOA and 

is produced by the unification of SOA and EWMA. The 

remaining sections include: Section 2 depicts priorly 

devised lip reading-based visual speech recognition 

models. Section 3 describes the designed technique for 

visual speech recognition. Section 4 presents the 

competence of the classical technique, and section 5 

presents the conclusion. 
 

2. Related Work 
Eight priorly presented visual speech recognition 

strategies are inspected. Xuejie Zhang et al. [1] developed 

a lightweight feature extraction technique for visual speech 

recognition. Here, the 3D geometric features were 

extracted with Gabor-based image patches. This method 

extracted less dimensionality lip attributes. However, the 

consumption of memory was very high. To reduce 

memory usage, Stavros Petridis et al. [2] developed a 

model based on fully-connected layers and Long-Short 

Memory (LSTM) networks that were apposite for small 

databases. This method comprises two streams wherein 

one extracted features using mouth images and obtained 

features with various images but took more training time. 

Hong Liu et al. [3] developed an audio visual speech 

recognition (AVSR) method using lip graph with 

bidirectional synchronous fusion for visual speech 

recognition to reduce training time. However, the 

consumption of energy was high. To reduce energy 

consumption, Pingchuan Ma et al.[4] devised a hybrid 

Attention model using ResNet-18 and a Convolution-

augmented transformer for recognizing the visual speech. 

Here, the audio and visual encoders were learned for 

extracting the features using audio waveforms and raw 

pixels. The fusion was done with Multi-Layer Perceptron 

(MLP) for speech recognition but endured elevated 

computational complexity. In order to decrease 

computational complexity, Nilay Shrivastava et al. [5] 

developed a deep neural network (DNN) model for 

recognizing visual speech. Here, the accuracy and count of 

the parameter were effectively balanced. Moreover, the 

depth-wise Three-dimensional convolution was utilized 

with channel shuffling for recognizing the visual speech. 

However, the technique failed with other datasets. Wentao 

Yu et al. [36] designed a clear stream integration network 

for recognizing AV speech to consider different datasets. 

However, the computational cost was very high. To reduce 

the computational cost, T. Ozcan and A. Basturk [7] 

developed a self-designed CNN using lip reading to 

recognize visual speech. The augmented AvLetters 

database was utilized for the training and testing stages. 

Here, the tuning of the mini-batch size parameter was done 

to recognize the speech. However, the technique can 

generate false recognition. Yuanyao Lu and JieYa [8] 

devised a hybrid model combining Bidirectional LSTM 

(BiLSTM) and CNN for lip reading to perform visual 

speech recognition to reduce false recognition. Here, 

keyframes were extracted to locate the mouth region. 

Then, the features were mined with raw mouth images 

considering CNN. The time taken to process a task was 

more. Many issues tackled by classical lip reading, like in 

[4], the AV model is devised that outperformed the audio-

only model at higher noise levels; therefore, the adaptive 

fusion technique learned to consider each modality at 

several noise levels. To deal with this problem, the 

MobiVSR method is devised [5], but since it has used 

fewer parameters, it has difficulty tuning hyperparameters 

for balancing efficiency and accuracy. To address this 

issue explicit stream integration network is devised [36]. 

However, the performance of recognition was poor when 

utilizing more visual data. Hence, the issue relies on 

involving more visual data to improve recognition 

performance. To enhance recognition performance, CNN 

is devised. However, the method used a data augmentation 

model, which failed to offer improved outcomes all time 

because of the complexity of several databases [7].  
 

3. Proposed Modelling  
The proposed model is SEOA-based DRN for lip 

reading-based recognition of visual speech. Lip reading is 

a procedure to detect what a person is saying by evaluating 

the visual signal from their lips. The Visual signal 

represents the images of the mouth that exhibits changing 

its position during speech. 
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However, it is complex as the technique needs more 

practice and a strong base of the speaking language. The 

goal is to design an optimized deep model for lip reading-

based visual speech recognition. Initially, the input video 

with word utterance is given to the frame extraction module 

to convert the video into multiple frames. After that, the lip 

region is extracted from each frame using CFPNet-M [20]. 

Moreover, the relevant features, like CNN features, Gabor 

features [1], width, area, mass, location (x-pos, y-pos), 

orientation from patch identified [1], LGTP, and statistical 

features, are extracted from the lip region. Concurrently, 

the voice sample is employed as input and fed to the feature 

extraction phase. Here, certain features, such as MKMFCC 

[23], BFCC [22] and spectral features, including spectral 

centroid, tonal power ratio, spectral spread, pitch chroma, 

and spectral flux, are considered. After significant feature 

extraction from audio and video samples, feature 

concatenation is done. At last, speech recognition is done 

using the DRN [39]. Furthermore, the DRN is trained with 

SEOA. The developed SEOA approach is devised here by 

combining SOA [38] and EWMA [9]. The architecture of 

the proposed SEOA-based DRN model for visual speech 

recognition is revealed in figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Architecture of developed SEOA-based DRN for lip reading-based visual speech recognition  
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3.1. Acquisition of Inputs 

The video samples and voice samples are acquired 

from the dataset for performing effective lip reading-based 

visual speech recognition. 

 

3.1.1. Input Video Samples 

Assume a dataset𝑀that contains 𝑥 videos and is 

expressed as 

 

𝑀 = {𝑉𝑢; 1 ≤ 𝑢 ≤ 𝑥}
  (1) 

 

where, 𝑥 signifies total videos present in the database, and 

𝑉𝑢 represent 𝑢𝑡ℎvideo. 

 

3.1.2. Input Voice Samples 

Consider voice signal as input which is accumulated 

with database𝑆, and given by, 

𝑆 = {𝐴1, 𝐴2, . . . 𝐴𝑒 , . . . 𝐴𝑘}; 1 ≤ 𝑒 ≤ 𝑘 (2) 

where, 𝑆 refers voice signal database,𝐴𝑒is𝑒𝑡ℎ signal 

and 𝑘 signify the total voice signal. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 CFPNet-M model 
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3.2. Extraction of the Video Frame 

The video 𝑉𝑢is considered as frame extraction input. 

Extracting frames is a significant procedure that divides 

the video into various frames. It is useful to attain accurate 

data from the frames. Furthermore, it assists in preserving 

the salient feature and discards the frequent frames. The 

frames are extracted after a particular time instance. The 

number of frames generated from frame extraction is done 

using frames per second of a particular video. Here, the 

video with a long time contains more frames compared to 

videos with less duration. The count of frames is expressed 

as 

 
ℓ = 𝑓 × 𝑣

  (3)   

                                      

where, ℓsignifies frame count, 𝑣 is video duration and 

𝑓symbolize frames per second. Hence, each video contains 

specific frames, which are expressed as, 

 

𝐾 = {𝐹𝑦; 1 ≤ 𝑦 ≤ 𝑜}
  (4) 

 
where, 𝑜 are total frames and 𝐹𝑦 represent 𝑦𝑡ℎ frame. 

 
3.3. Lip Region Extraction using CFPNet-M 

The frames 𝐹𝑦 are given as input to lip region 

extraction. Initially, the details regarding the CFP module 

are utilized for constructing the CFPNet-M. It is liable to 

perform real-time segmentation with enhanced accuracy. 

Moreover, it poses the potential to discover, quantify, and 

classify signal patterns. It uses fewer parameters to process 

a task, reducing overall computation time. Here, the count 

of FP channels is selected that is𝐾 = 4. Consider input 

poses size𝑀 = 32; for instance, the total number of filters 

for each channel is 8. The count of filters from the first to 

third convolutional operators is set to 2, 2, and 4. 

Subsequently, each FP channel's group of various dilation 

rates are set. Here, the rate of dilation is set to𝑟𝑘. For 

instance, the first and fourth channel dilation rates are set 

to 𝑟1 = 1and𝑟𝑘. For extracting local and Gabor features, 

the rates of dilation of the second and third channels are set 

to 𝑟2 = 𝑟𝑘 4⁄ and𝑟3 = 𝑟𝑘 2⁄ . Thus, CFP can study the 

features with medium size. 

 
3.3.1. Structure of CFPNet-M Network  

The structure of CFPNet-M is displayed in figure 2. 

The three 3×3 convolutional operators are utilized as the 

first extractor of the feature. The initial operators are 

utilized using stride 2 for performing down-sampling. 

Once the initial mining is completed, the average pooling 

is employed for performing down-sampling. Before other 

CFP (CFP-M-2), the average pooling layer is inserted for 

downsampling purposes. The CFP is repeated 𝑚 times for 

building the CFP-M-2 cluster. After that, three 

deconvolutional operators are adapted with stride 2 for 

building the decoder and linking the same stage encoders 

by skip connections. At last, a1×1 convolution is utilized 

to activate the final feature map and produce the 

segmentation masks. In CFPNet-M, the selection of CFP 

module with𝑛 = 2, 𝑚 = 6 and dilation rate 𝑟𝑘
𝐶𝐹𝑃−𝑀−1

=

[2,2] and𝑟𝑘
𝐶𝐹𝑃−𝑀−2

= [4,4,8,8,16,16]. The extracted lip 

region is denoted as𝑄. 

 

3.4. Attaining Imperative Features 

The voice signal 𝐴𝑒is adapted as input. Concurrently, 

the extracted lip region 𝑄is considered for extracting the 

image features, like CNN features, Gabor features [1], 

width, area, mass, location (x-pos, y-pos), orientation from 

patch identified [1], LGTP, and statistical features. Each 

feature mined using lip region is described. 

 
3.4.1. Acquisition of Features using Frame 

From the obtained lip region 𝑄, the extraction of the 

image features, like CNN features, Gabor features [1], 

width, area, mass, location (x-pos, y-pos), orientation from 

patch identified [1], LGTP, and statistical features are 

obtained. The elaboration of all features is defined. 

 
CNN Features 

It refers to the neural network using various layers like 

the convolution layer, pooling (max pool) layer, and fully 

connected layer. The output of the convolution function is 

represented by, 

 

𝐷(ℓ) = (𝑛 ∗ 𝑊(ℓ))  (5) 

 

Here, 𝑛symbolize input of CNN, 𝐷(ℓ)refers to feature 

map, and 𝑊(ℓ)refers kernel. The CNN feature is 

expressed as𝐵1. Figure 3 signifies CNN structure.  

 

Gabor Features 

The Gabor feature [1] is computed using the Fast 

Fourier Transform (FFT), which produces negative and 

positive along with imaginary and real units wherein the 

real unit is utilized. Here, each image is transformed to 

greyscale, and the filtering of Gabor is adapted. For 

minimizing the small values, like background noise and for 

controlling patches of image size, a threshold is adapted to 

the initial transform. Thus, the extracted Gabor feature is 

denoted as𝐵2. 

 

Orientation 

It is utilized for computing the orientation [1] amongst 

each patch. It differed from the Gabor wave orientation, 

which is linked to each patch orientation and is denoted as 

𝐵3. 
 

Area   

The height is modelled with Gabor wavelength, and 

thus area [1] is considered a good measure for mouth 

opening and is denoted as𝐵4. 

 

Mass 

Mass [1] relies on intensity, and it reveals the depth of 

the mouth and offers 3D representation, which can 

differentiate between the closed and open mouth, revealing 

the teeth and fully opened mouth and is denoted as 𝐵5.
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Fig. 3 CNN model 

 
Width 

It refers to the width [1] of the lip region, which is 

denoted as 𝐵6 

 

Location 

The location [1] is determined by its "x" and "y" 

position. The "x" position refers mean of "x"-position 

pixels in the patch, which is nothing but the central 

location of the "x"-coordinate. Likewise, the "y"-position 

signifies the mean y-position of pixels considering each 

patch, which is nothing but the central location of the "y"-

coordinate and is denoted by𝐵7. 

 

LGTP 

LGTP [1] helps to obtain small details of texture and 

is defiant to lighting changes, and LGTP is the best option 

for coding the fine details of appearance and texture. In 

addition, the Gabor features encode shape to the huge 

range of scale, and its harmonizing nature makes it a good 

candidate. The LGTP follows four steps. The first is the 

normalization of the image. The second is convolution 

with 40 Gabor filters having five scales and eight 

orientations. The third step is exploiting LGTP for 

evaluating the generated images, and the fourth is 

histograms LGTP images and adjoining neighbour 

classification. It is denoted as𝐵8. 

 

a) Statistical Features 

It includes mean kurtosis, skewness, variance and 

entropy. 

 

i) Mean 

It refers to determining the average pixels present in 

an image and represented by, 

 

𝜇 =
1

|𝑒(𝐿ℎ)|
× ∑ 𝑒(𝐿ℎ)

|𝑒(𝐿ℎ)|
ℎ=1      (6) 

 

where, ℎ refers to overall images, 𝑒(𝐿ℎ)signifies the 

value of a pixel with each image, and |𝑒(𝐿ℎ)|symbolize 

the total pixel present in pre-processed images. The mean 

is represented by 𝐵9. 
 

ii) Variance 

It is evaluated with the value of mean and is expressed 

by,  

𝜎 =
∑ |𝐿ℎ−𝜇|

|𝑒(𝐿ℎ)|

ℎ=1

𝑒(𝐿ℎ)
  (7) 

 
where, 𝜇 indicates mean, 𝑒(𝐿ℎ)signifies the value of 

the pixel using each image, and 𝐿ℎrefersℎ𝑡ℎpixel. The 

variance feature is denoted by𝐵10. 
 

iii) Kurtosis 

Kurtosis 𝐵11is symmetry and defines the shape of the 

object. 
 

iv) Skewness 

Skewness𝐵12defines object shape with a numerical 

value. 
 

v) Entropy  

The entropy [29] signifies the metric utilized to 

determine data uncertainty. In addition, entropy is defined 

as equivalent intensity states. The entropy is expressed as,  
 

𝐸𝑛𝑡 = −𝐹 𝑙𝑜𝑔( 𝐹)
    (8) 

 

where, 𝐹 refers probability distribution of pixels. The 

entropy feature is given by 𝐵13.
 

 
Hence, the feature vector obtained with features 

extracted from the frame is formulated as, 

 

𝐹 = {𝐵1𝐵2, 𝐵3, 𝐵4, 𝐵5, 𝐵6, 𝐵7, 𝐵8, 𝐵9, 𝐵10, 𝐵11, 𝐵12, 𝐵13}
 

  (9) 
 

where,𝐵1 refers to CNN features, 𝐵2is Gabor features, 

𝐵3is orientation, 𝐵4represent area, 𝐵5is mass, 𝐵6 is width, 

𝐵7is location, 𝐵8is LGTP, and statistical features that 

include mean, variance, kurtosis, skewness, and entropy 

are represented as𝐵9, 𝐵10,𝐵11,𝐵12and 𝐵13. 
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3.4.2. Acquirement of Features using Signal 

The features attained with signal involve several 

features wherein each feature is briefly discussed below. 

 

Spectral Centroid 

 The spectral centroid [25] indicates a frequency-

weighted summation of the magnitude spectrum of the 

normalized signal in contrast to its unweighted sum and is 

formulated as, 

𝐵14 =
∑ ℓ|𝜆(ℓ)|𝑁−1

ℓ=0

∑ |𝜆(ℓ)|𝑁−1
ℓ=0

            (10) 

 
 where, 𝜆(ℓ) signifies absolute DFT value, ℓ refers to 

constant in such a way thatℓ = 0,1,2, … , 𝑁 − 1. The 

spectral centroid is denoted as 𝐵14. 
 

Tonal Power 

It is employed to compute the tonalness of the signal 

[24]. Assume 𝑆𝑘refers signal, and 𝑌(𝑜, 𝑓) symbolizes 

voice signal spectrum and is represented as, 

 

𝐵15 =
𝑋(𝑞)

∑ |𝑌(𝑜,𝑞)|2
𝑓
2−1

𝑤=0

              (11) 

 

where, 𝑋(𝑞) symbolize tonal power obtained by 

integrating all bins 0. This tonal power feature is 

represented by𝐵15.
 

 
Spectral Spread 

 Spectral spread [25] is termed as instant bandwidth 

that concentrates on magnitude spectrum and is 

represented as, 

 

𝐵16 =
∑ (ℓ−𝐵14)2|𝜆(ℓ)|𝑁−1

ℓ=0

∑ |𝜆(ℓ)|𝑁−1
ℓ=0

  (12)

  

  

 where, 𝐵14signifies spectral centroid. 𝐵16 depicts 

spectral spread. 

 

Pitch Chroma 

It provides a basis for devising acoustic patterns. Here, 

the pitch class indicates a group of pitches that distribute 

the same chroma. Here, the pitch chroma is expressed as 

𝐵17. 
 

Spectral Flux 

 It is used to evaluate how rapidly the signal spectrum 

is changing and is modelled as, 

 

𝐵18 = ∑ (𝜛𝜗(𝜅) − 𝜛𝜗−1(𝜅))
𝑊𝑘𝑙𝜐
𝜅=1

2

           (13) 

 

 where,𝜛𝜗(𝜅)indicates𝜅𝑡ℎ normalized coefficients of 

DFT at 𝜗𝑡ℎframe, 𝜛𝜗−1(𝜅)signifies𝜅𝑡ℎ normalized 

coefficient of DFT at (𝜗 − 1)𝑡ℎframe, 𝑊𝑘𝑙is the total 

coefficient of DFT. The spectral flux is expressed by 𝐵18. 
 

BFCC 

The BFCC [22][26] comprises a power spectrum, and 

its frequencies are converted to bark scale by,  

 

𝐵𝑘(𝑢) = 13 𝑎𝑟𝑐𝑡𝑎𝑛(0.00076𝑢) + 3.5 𝑎𝑟𝑐𝑡𝑎𝑛 ((
𝑢

7500
)

2

) 

  (14) 

where, 𝐵𝑘 indicates bark frequency, and 𝑢signifies 

frequency (Hertz). The features mined with BFCC are 

expressed by𝐵19. 

 

MKMFCC 

The MKMFCC [23][27] feature is used to derive 

multiple kernel-weighted functions. The steps followed to 

mine MKMFCC are examined as follows: 

 

a) Pre-Emphasis 
It is adapted to match modulating power of the signal 

with a ratio of deviation and is represented by, 

 

𝑆(𝜂) = 𝑄(𝜂) − 𝑀 ∗ 𝑄(𝜂 − 1)
  (15)

 

where, 𝑀 signifies a value of constant, 𝑄symbolize 

input signal, 𝑆refers output signal, and 𝜂represent audio 

signal. 

  

b) Framing 

Audio signal instances are split into 𝐾 blocks of 𝐻 

samples.  

 

c) Hamming Windowing 

It is represented by 𝜀(𝜂): 1 ≤ 𝜂 ≤ ℏ − 1. The signal 

after performing the windowing is represented as, 
 

𝑆(𝜂) = 𝑄(𝜂) ∗ 𝜀(𝜂)
   (16) 

 

where,𝑄(𝜂) signifies input signal,𝜀(𝜂) denote 

hamming window. 

 

d) FFT 

The FFT is used to boost discriminating features and 

is given by, 

𝐽𝜐(𝑖) =
1

𝑙
|𝐿𝜐(𝑖)|2         

 (17) 

 

The Discrete Fourier Transform (DFT) of the block is 

computed as, 

 

𝐿𝜐(𝑖) = ∑ 𝑆𝑙
𝑘=1 (𝜂). 𝑒−2𝜋𝑖𝑖𝑘; 1 ≤ 𝑖 ≤ 𝑜

    (18)

 

where, 𝑖 signifies the length of DFT, and𝑆(𝜂) 

covers𝑙samples.  

 

e) Mel filter Bank Processing 

In processing the Mel filter bank, the signal 

frequencies are generated with a triangular filter and are 

formulated by, 

𝑀𝑒𝑙(𝜕) = 1125 × 𝑙𝑛 (1 +
𝜕

700
)

  (19) 

where 𝜕 = 1𝑡𝑜 ⥂⥂ 𝑁, and symbolize Mel filters number. 
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f) Filter Bank Energy 

The filter bank energy is represented as, 

 

∈ (𝑏) = ∑ 𝑙𝑜𝑔 | 𝐵(ℎ)|𝐷(ℎ) (𝑑
2𝜋

𝐽
) × 𝜔ℎ

       (20) 

where, 𝜔ℎsymbolize multi-kernel weighted function, 

and 𝐵(ℎ) and 𝐷(ℎ) are power spectrums, and 𝐽is 

coefficients and 𝑑 are constant.  

 

g) DCT 

In DCT, the log Mel spectrum transformation 

computes the spatial domain to perform the 

transformation. 

 
h) Delta Energy and Spectrum 

The structures of produced energies are combined 

using an acoustic feature vector.  

 

i) Cepstral Normalization 

Here, the coefficient average is subtracted and divided 

through variance. Hence, the mined MKMFCC feature is 

expressed by𝐵20.
 

 

Hence, the feature vector obtained with features 

extracted from the signal is formulated as, 

 

    𝐷 = {𝐵14, 𝐵15, 𝐵16, 𝐵17, 𝐵18, 𝐵19, 𝐵20}                      (21) 

 

where, 𝐵14is the spectral centroid, 𝐵15represent Tonal 

power ratio, 𝐵16indicate Spectral spread, 𝐵17refers to Pitch 

chroma, 𝐵18indicates Spectral flux, 𝐵19signifies BFCC and 

𝐵20express MKMFCC. 

 

3.4.3. Feature Concatenation 

The feature concatenation combines the signal 

features and mining through the lip region. The combined 

feature is represented as𝐸, which is formulated as, 

                         E = B + D                     (22) 

where 𝐵 is features are extracted from the lip region, 

and 𝐷express features are extracted from the signal. 

 
3.5. Visual Speech Recognition using Proposed SEOA-

based DRN 

 The recognition of visual speech signals was 

performed with SEOA-based DRN. The feature vector𝐸 is 

employed in DRN for visual speech recognition. The DRN 

training is performed with SEOA and is devised by 

unifying SOA [38] and EWMA [9]. The DRN model and 

training with SEOA are examined. 

 

3.5.1. Architecture of DRN 

Here, DRN [39] is used for the improved decision in 

which the decision regarding speech recognition is 

performed. Figure 4 shows the DRN model. 

Convolutional (conv) Layer 

The 2D conv layer reduces free parameters in the 

training phase. The conv layer is computed by, 

ℜ(𝑄) = ∑ ∑ 𝑋𝑎,𝑠 • 𝑄(𝑢+𝑎),(𝑣+𝑠)
𝛾−1
𝜒=0

𝛾−1
𝜈=0                  (23) 

ℜ(𝑄) = ∑ 𝐺𝑍
𝐶𝑖𝑛−1
𝑍=0 ∗ 𝑄     (24) 

 

Fig. 4 DRN model
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where, 𝑄 signifies the CNN feature of the input image, 

𝑢and 𝑣is used for recording coordinates, 𝐺is𝛾 × 𝛾kernel 

matrix, 𝜈and𝜒are kernel matrix index. Hence, 𝐺𝑍represent 

the size of the kernel in 𝑍𝑡ℎ neuron, and ∗ is a cross-

correlation operator.  

Pooling Layer      

This layer is associated with the conv layer and is 

principally utilized to reduce spatial size. Hence, average 

pooling is chosen to function and is formulated by.  

𝑟𝑜𝑢𝑡 =
𝑟𝑖𝑛−𝜅𝑎

𝜆
+ 1  (25) 

𝑖𝑜𝑢𝑡 =
𝑖𝑖𝑛−𝜅𝑠

𝜆
+ 1  (26) 

where, 𝑟𝑖𝑛 refers width of the input matrix, 

𝑖𝑖𝑛 symbolize input matrix height, 𝑟𝑜𝑢𝑡and 𝑖𝑜𝑢𝑡denote the 

value of individual output. Furthermore, 𝜅𝑎 refers width 

and 𝜅𝑠 deliberates the height of kernel size. 

Activation Function 

The non-linear activation function is employed for 

learning features and is given by, 

𝑅𝑒 𝐿 𝑈(𝑄) = {
0; ℓ < 0
ℓ; ℓ ≥ 0

                         (27) 

Here, ℓrefers feature.  

 

Batch Normalization 

The training set is split into several tiny sets termed mini-

batches to train the model.  

 

Residual Blocks 

It refers to shortcut association among the conv layer 

and is given by,  

       𝑂𝑙 = ℜ(𝑄) + 𝑄                         (28) 

𝑂 = ℜ(𝑄) + ƛ𝑀𝑄                               (29) 

 

Here, 𝑄 signify input and 𝑂𝑙are output residual blocks, 

𝑂signifies mapping relations, and ƛ𝑀 express dimension 

matching factor.  

 

Linear Classifier 

After evaluating the conv layer, the linear classifier 

adopts a process to determine noisy pixels with the input 

image and is given by, 
                        𝑂 = ƛ𝑂 + 𝜐                             (30) 

 

Here, ƛ is the weight matrix and 𝜐symbolize bias. The 

obtained output is denoted as 𝑂that assists in visual speech  

recognition. 

 

3.5.2. DRN Training with SEOA 

The weight update of DRN is done using SEOA and 

obtained by blending SOA and EWMA. SOA [38] is an 

algorithm that mimics the social features of human beings 

in society. It performs effectively on engineering design 

issues. Meanwhile, EWMA [9] is developed by averaging 

a number of successive observations in which values are 

weighed. It is adapted to identify tiny shifts in handing out 

targeted value. Hence, the combination of EWMA and 

SOA improves complete performance and assists in 

providing an enhanced solution. 

 

Step 1) Initialization 

The first step is the initialization of the solution and 

given by, 

𝐺 = {𝐺1, 𝐺2, … , 𝐺𝜌, … , 𝐺𝜅}                            (31) 

 

where, 𝜅 symbolizes total solution, and 𝐺𝜌express the 

𝜌𝑡ℎsolution. 

 

Step 2) Find an Error 

The most advantageous solution is obtained with MSE 

and is given by, 

𝑀𝑆𝑒𝑟𝑟 =
1

𝑔
∑ [𝜉ℎ − 𝑂]𝑔

ℎ=1

2
   (32) 

where, 𝜉ℎ is expected output, and 𝑂deliberates output 

produced with DRN, 𝑔refers data count. 

 

Step 3) Enumerate Equality of Opportunity 

According to SOA [38], the equality of opportunity 

depicts a fairness-seeking principle, and it reveals the 

resulting position of each entity and is expressed as, 

 

𝐺𝑙(𝑞 + 1) = 𝐺𝑙(𝑞) + 𝑟𝑎𝑛𝑑(𝑃 − 𝑄 × 𝐺𝑙(𝑞))      (33) 

 
Where, 𝑟 𝑎𝑛𝑑 expresses arbitrary number, 𝑃indicates 

best position, 𝑄symbolize personal choice coefficient, 

𝐺𝑙(𝑞) represent old entity location. The best solution is 

expressed as, 

          𝑃 = 𝑟𝑎𝑛𝑑{𝑆, 𝐴}                        (34) 

 

where 𝑆 is the best solution, and𝐴symbolize density point. 

The density point is expressed by, 

 

𝐴 =
𝐷1𝑧1+𝐷2𝑧2+⋯+𝐷𝑜𝑧𝑜

𝑧1+𝑧2+⋯+𝑧𝑜
                         (35) 

 
where, 𝑧1refers to results generated by a society 

member. 

 

As per EWMA [9], the update is provided by, 

 

𝐺𝑙
𝐸(𝑞) = 𝜎𝐺𝑙(𝑞) + (1 − 𝜎) ∗ 𝐺𝑙

𝐸(𝑞 − 1)          (36) 

 
where, 𝜎is exponential constant, and 𝐺𝑙(𝑞) refers current 

solution and 𝐺𝑙
𝐸(𝑞 − 1) express prior solution. 

 

𝐺𝑙(𝑞) =
𝐺𝑙

𝐸(𝑞)−(1−𝜎)∗𝐺𝑙
𝐸(𝑞−1)

𝜎              (37) 

Substitute equation (37) in equation (33), 
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𝐺𝑙(𝑞 + 1) =
𝐺𝑙

𝐸(𝑞)−(1−𝜎)∗𝐺𝑙
𝐸(𝑞−1)

𝜎
+ 𝑟𝑎𝑛𝑑 (𝑃 − 𝑄 ×

𝐺𝑙
𝐸(𝑞)−(1−𝜎)∗𝐺𝑙

𝐸(𝑞−1)

𝜎
)
                  (38) 

𝐺𝑙(𝑞 + 1) =
𝐺𝑙

𝐸(𝑞)

𝜎
−

(1−𝜎)∗𝐺𝑙
𝐸(𝑞−1)

𝜎
+ 𝑟𝑎𝑛𝑑 (𝑃 − 𝑄 ×

𝐺𝑙
𝐸(𝑞)−(1−𝜎)∗𝐺𝑙

𝐸(𝑞−1)

𝜎
)
                  (39) 

𝐺𝑙(𝑞 + 1) =
𝐺𝑙

𝐸(𝑞)

𝜎
−

(1−𝜎)∗𝐺𝑙
𝐸(𝑞−1)

𝜎
+ 𝑟𝑎𝑛𝑑𝑃 − 𝑟𝑎𝑛𝑑𝑄 ×

𝐺𝑙
𝐸(𝑞)

𝜎
+ 𝑟𝑎𝑛𝑑𝑄 ×

(1−𝜎)∗𝐺𝑙
𝐸(𝑞−1)

𝜎    (40) 

𝐺𝑙(𝑞 + 1) =
𝐺𝑙

𝐸(𝑞)

𝜎
(1 − 𝑟𝑎𝑛𝑑𝑄) −

(1−𝜎)∗𝐺𝑙
𝐸(𝑞−1)

𝜎
(1 − 𝑟𝑎𝑛𝑑𝑄) + 𝑟𝑎𝑛𝑑𝑃

           (41) 

 

Step 4) Enumerate the principle of community 

It is given as, 

𝐺𝑙(𝑞 + 1) = 𝐺𝑙(𝑞) + 𝑟𝑎𝑛𝑑(𝑆 − 𝐽)
            (42)

 

Substitute equation (37) in equation (42), 

 

𝐺𝑙(𝑞 + 1) =
𝐺𝑙

𝐸(𝑞)−(1−𝜎)∗𝐺𝑙
𝐸(𝑞−1)

𝜎
+ 𝑟𝑎𝑛𝑑(𝑆 − 𝐽)       (43) 

 

where, 𝐽refers to the empty point, and 𝑆 refers to the best 

solution. The empty point is formulated by, 

 

𝐽 =
𝐷1

1

𝑧1
+𝐷2

1

𝑧2
+⋯+𝐷𝑜

1

𝑧𝑜
1

𝑧1
+

1

𝑧2
+⋯+

1

𝑧𝑜

                              (44) 

 

Step 5) Enumerate the empty point and density point 

The density point is expressed by, 

                𝐴 = ∑
𝑧𝑙

∑ 𝑧𝑟
𝐼
𝑟=1

𝐷𝑙
𝐼
𝑙=1                    (45) 

 

The empty point is expressed by, 
 

          𝐽 = ∑

1

𝑧𝑙

∑
1

𝑧𝑙

𝐼
𝑟=1

𝐷𝑙
𝐼
𝑙=1                           (46) 

 

  where, 
𝑧𝑙

∑ 𝑧𝑟
𝐼
𝑟=1

 is relative fitness. The density  

is expressed by, 
 

 𝐴 = ∑ 𝑧̂𝑙𝐷𝑙
𝐼
𝑙=1                                          (47) 

 

The empty points are expressed by, 
 

𝐽 = ∑ 𝑧̆𝑙𝐷𝑙
𝐼
𝑙=1                                            (48) 

 

where, 𝑧𝑙 is outcomes generated by a society 

member. 

Here, 𝑧̂is modelled by, 
 

𝑧̂𝑙 =
𝑒

𝑧𝑙
𝑧𝑚𝑎𝑥

∑ 𝑒
𝑧𝑟

𝑧𝑚𝑎𝑥𝐼∑
𝑟=1

                                        (49) 

 

where, 𝑧𝑟is the result generated by society members. 

Here, 𝑧̆is modelled by, 
 

𝑧̆𝑙 =
𝑒−

𝑧𝑙
𝑧𝑚𝑎𝑥

∑ 𝑒−
𝑧𝑟

𝑧𝑚𝑎𝑥𝐼∑
𝑟=1

                                     (50) 

 

Step 6) Re-evaluate error for update solutions 

The error of update solutions is re-calculated in 

which the optimum solution is obtained.  

 

 

Step 7) Terminate 

The optimum solutions are derived iteratively. The 

pseudo-code of SEOA is provided in table 1. 

Table 1. Pseudo code of SEOA  

Input: 𝑮: Solutions Set, 𝒒: present iteration, 𝒒𝒎𝒂𝒙: 

highest iteration 

Output: Optimum solution 𝑮∗ 

Begin 

 Initialize population 𝑮 randomly; 

 Enumerate population; 

𝑺 ←Best solution; 

For 𝒒 = 𝟏𝒕𝒐𝒒𝒎𝒂𝒙do 

𝑱 ← Enumerate empty point; 

      For 𝒍 = 𝟏𝒕𝒐𝑰do 

𝑬 = 𝒓𝒂𝒏𝒅(𝑺, 𝑱); 

𝑭 = 𝒓𝒂𝒏𝒅{𝟎, 𝟏, 𝟐}; 

        Enumerate 𝑮𝒍
𝒏𝒆𝒘with equation (43) 

       end 

If𝑮𝒍(𝒒 + 𝟏) better than 𝑮𝒍(𝒒) then 

𝑮𝒍(𝒒) 𝑮𝒍(𝒒 + 𝟏) 

      end 

     Enumerate new population 

𝑺 ←Best solution; 

𝑨 ← Enumerate Density point; 

    For𝒒 = 𝟏𝒕𝒐𝒒𝒎𝒂𝒙do 

    Enumerate 𝑮𝒍(𝒒 + 𝟏) with equation (41) 

    end 

If𝑮𝒍(𝒒 + 𝟏) better than 𝑮𝒍(𝒒) then 

𝑮𝒍(𝒒) 𝑮𝒍(𝒒 + 𝟏) 

end 

     Enumerate new population 

𝑺 ←Best solution; 

end 

Acquire the best solution 
 

The output of the proposed SEOA-based DRN is 

expressed as 𝑂that helps in visual speech recognition. 
 

4. Results and Discussions 
The proficiency of the proposed SEOA-based DRN 

is calculated by changing training data and K-fold. 

Furthermore, the SEOA-based DRN is evaluated by 

varying the population size. 

4.1. Experimental Setup 

The SEOA-based DRN is executed on Windows 10 

OS with 8GB RAM and Intel core i5 processor and 

executed in MATLAB. 
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4.2. Dataset Used 

The analysis is performed using Oxford-BBC Lip 

Reading in the Wild (LRW) Dataset [18]. This dataset 

comprises 1000 utterances of 500 different words, which 

various speakers articulate. The video contains 29 frames, 

and words occur in the middle of the video. The duration 

of the word is provided in metadata that can be 

discovered from the start and end frames. 

 
4.3. Experimental Outcomes 

The upshots are taken with a set of video frames and voice signals briefly described below. 

 
 

 

 

 
 

a) b) 

 

 
 

 

 

c) d) 

     Fig. 5 Experimental outcomes of SEOA-based DRN with a) Input voice sample  

b) BFCC extracted signal c) MKMFCC extracted signal d) pitch chroma extracted signal 

 

4.3.1. Using a Voice Signal 

Figure 5 shows the experimental outcomes of SEOA-

based DRN considering the set of the input voice sample. 

The inputted voice samples taken for the analysis are 

exposed in figure 5a). The BFCC extracted signal is shown 

in figure 5b). The MKMFCC mined signal is shown in 

figure 5c). The pitch chroma extracted signal is shown in 

figure 5d). 

 

4.3.2. Using Video Frame 

Figure 6 exposes the experimental outcomes of SEOA-

based DRN with video frames. The inputted video frames 

are shown in figure 6a). The LGTP feature extracted frame 

is shown in figure 6b). The Gabor features mined frame is 

shown in figure 6c). The lip  segmentation  frame  is shown 

in figure 6d.) 

 

4.4. Evaluation Measures 

The adaption of the developed SEOA-based DRN is 

done with the following chosen metrics   

 

4.4.1. Accuracy 

It indicates the nearness degree of calculated value in 

contrast to the original value in visual speech recognition.  
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a) b) c) d) 

Fig. 6 Experimental outcomes of SEOA-based DRN considering a) Input video frame b) LGTP feature extracted frame c) Gabor feature 

extracted frame d) Lip segmented frame 
 

 

4.5. Performance Analysis 

4.5.1. Sensitivity 

It refers to the proportion of positives and is 

determined by the visual speech recognition method 

exactly. 

4.5.2. Specificity 

It refers to the proportion of negatives discovered by 

the developed model specifically. 

  

 

  
 

 

 

(a) (b) 

 

 
 

(c) 

Fig. 7 Performance assessment of SEOA-DRN considering a) Accuracy, b) Sensitivity, c) Specificity 

 

Figure 7 exposes the performance assessment of 

SEOA-DRN by varying K-values. The accuracy 

assessment is depicted in figure 7a). For K-value=6, the 

accuracy evaluated by SEOA-DRN with populations 10, 

20, 30, 40, and 50 is 0.720, 0.711, 0.756, 0.801, and 0.833. 

Similarly, for K-value=10, the accuracy evaluated by 

SEOA-DRN with populations 10, 20, 30, 40, and 50 are 

0.810, 0.807, 0.833, 0.873, and 0.884. The sensitivity 

assessment is revealed in figure 7b). For K-value=6, the 

sensitivity evaluated by SEOA-DRN with populations 10, 

20, 30, 40, and 50 is 0.737, 0.711, 0.786, 0.792, and 0.806. 

Similarly, for K-value=10, the sensitivity evaluated by 
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SEOA-DRN with populations 10, 20, 30, 40, and 50 are 

0.834, 0.813, 0.865, 0.881, and 0.906. The specificity 

assessment is revealed in figure 7c). For K-value=6, the 

specificity evaluated by SEOA-DRN with populations 10, 

20, 30, 40, and 50 is 0.720, 0.627, 0.751, 0.754, and 0.764. 

Similarly, for K-value=10, the specificity evaluated by 

SEOA-DRN with--population 10, 20, 30, 40, and 50 are 

0.834, 0.762, 0.876, 0.898, and 0.899. 

 
4.6. Comparative Methods 

The techniques taken for assessment include BiLSTM 

[1], CNN [7], CNN+BiLSTM [8], ResNet [3] and proposed 

SEOA-DRN. 

4.7. Comparative Analysis 

The assessment considering specificity, accuracy and 

sensitivity are described by altering training data and K-

fold. 

 

Figure 8 displays the assessment of techniques by 

varying K-values. The accuracy assessment is depicted in 

figure 8a). For 50% of training data, the accuracy 

enumerated by BiLSTM, CNN, CNN+BiLSTM, ResNet 

and proposed SEOA-DRN is 0.720, 0.711, 0.756, 0.801, 

and 0.833. Similarly, for 90% of training data, the accuracy 

was enumerated.  

 

 

 
 

 

 

(a) (b) 

 

 
 

(c) 

Fig. 8 Assessment by changing training data considering a) Accuracy, b) Sensitivity, c) Specificity 

 

The sensitivity assessment is depicted in figure 8b). 

For 50% of training data, the sensitivity enumerated by 

BiLSTM, CNN, CNN+BiLSTM, ResNet and proposed 

SEOA-DRN is 0.737, 0.711, 0.786, 0.792, and 0.806. 

Similarly, for 90% of training data, the sensitivity 

enumerated by BiLSTM, CNN, CNN+BiLSTM, ResNet 

and proposed SEOA-DRN is 0.834, 0.813, 0.865, 0.881, 

and 0.906. The efficiency of BiLSTM, CNN, 

CNN+BiLSTM, and ResNet in contrast to the proposed 

SEOA-DRN using sensitivity are 7.947%, 10.264%, 

4.525%, and 2.814%. The specificity assessment is 

depicted in figure 8c). For 50% of training data, the 

specificity enumerated by BiLSTM, CNN, CNN+BiLSTM, 

ResNet and proposed SEOA-DRN is 0.720, 0.627, 0.751, 

0.754, and 0.764. Similarly, for 90% of training data, the 

specificity enumerated by BiLSTM, CNN, CNN+BiLSTM, 

ResNet and proposed SEOA-DRN is 0.834, 0.762, 0.876, 

0.898, and 0.899. The efficiency of BiLSTM, CNN, 

CNN+BiLSTM, and ResNet in contrast to the proposed 

SEOA-DRN using specificity are 7.230%, 15.239%, 

2.558%, and 0.111%. 
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Figure 9 displays the assessment of techniques by 

varying K-values. The assessment with accuracy is 

revealed in figure 9a). For K-value=6, the accuracy 

enumerated by BiLSTM, CNN, CNN+BiLSTM, and 

ResNet are 0.741, 0.724, 0.753, 0.759, whereas for 

proposed SEOA-DRN is 0.793. Similarly, for K-value=10, 

the accuracy enumerated by BiLSTM, CNN, 

CNN+BiLSTM, and ResNet are 0.857, 0.836, 0.883, 0.883, 

whereas for proposed SEOA-DRN is 0.904. The efficiency 

of BiLSTM, CNN, CNN+BiLSTM, and ResNet in contrast 

to SEOA-DRN using accuracy are 5.199%, 7.522%, 

2.323%, and 2.323%. The assessment with sensitivity is 

revealed in figure 9b). For K-value=6, the sensitivity 

enumerated by BiLSTM, CNN, CNN+BiLSTM, and 

ResNet are 0.765, 0.742, 0.715, 0.788, whereas for 

proposed SEOA-DRN is 0.823. Similarly, for K-value=10, 

the sensitivity enumerated by BiLSTM, CNN, 

CNN+BiLSTM, and ResNet are 0.850, 0.847, 0.835, 0.857, 

whereas for proposed SEOA-DRN is 0.894. The efficiency 

of BiLSTM, CNN, CNN+BiLSTM, and ResNet in contrast 

to SEOA-DRN using sensitivity are 4.921%, 5.257%, 

6.599%, and 4.138%. The assessment with specificity is 

revealed in figure 9c). For K-value=6, the specificity 

enumerated by BiLSTM, CNN, CNN, CNN+BiLSTM, and 

ResNet is 0.769, 0.756, 0.751, 0.778, whereas for proposed 

SEOA-DRN is 0.817. Similarly, for K-value=10, the 

specificity enumerated by BiLSTM, CNN, CNN+BiLSTM, 

and ResNet are 0.871, 0.859, 0.831, 0.871, whereas for 

proposed SEOA-DRN is 0.897. The efficiency of BiLSTM, 

CNN, CNN+BiLSTM, and ResNet in contrast to SEOA-

DRN using specificity are 2.898%, 4.236%, 7.357%, and 

2.898%. 

  

 

 
 

 

 

(a) (b) 

 

 
 

(c) 

Fig. 9 Assessment by changing K-fold using a) Accuracy, b) Sensitivity, c) Specificity 

 

4.8. Comparative Discussion 

Table 2 presents the competence of strategies 

considering classical models. With training data, the 

elevated accuracy of 0.884 is enumerated by SEOA-DRN, 

while the accuracy enumerated by BiLSTM, CNN, 

CNN+BiLSTM, and ResNet are 0.810, 0.807, 0.833, and 

0.873. The highest sensitivity of 0.906 is enumerated by 

SEOA-DRN, while the sensitivity enumerated by BiLSTM, 

CNN, CNN+ enumerated, and ResNet is 0.834, 0.813, 

0.865, and 0.881. SEOA-DRN measures the highest 

specificity of 0.899, while the specificity enumerated by 

BiLSTM, CNN, CNN+BiLSTM, and ResNet are 0.834, 

0.762, 0.876, and 0.898. With K-value, the highest 

accuracy of 0.904, highest sensitivity of 0.894 and highest 

specificity of 0.897 is measured by SEOA-DRN. 
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Table 2. Comparative analysis 

Variation Metrics 
CNN 

 
BiLSTM CNN+BiLSTM ResNet 

Proposed SEOA-

DRN 

Training 

data 

Accuracy 0.807 0.810 0.833 0.873 0.884 

Sensitivity 0.813 0.834 0.865 0.881 0.906 

Specificity 0.762 0.834 0.876 0.898 0.899 

K-fold 

Accuracy 0.836 0.857 0.883 0.883 0.904 

Sensitivity 0.847 0.850 0.835 0.857 0.894 

Specificity 0.859 0.871 0.831 0.871 0.897 

5. Conclusion 
A fresh optimization-driven deep model is developed 

for lip reading-based visual speech recognition. The goal is 

to devise an effective lip reading-based visual speech 

recognition using both audio and video data. The speech 

recognition system combines visual data features and audio 

signal features for reliable speech recognition. This 

technique performed robust extraction of lip region using 

the CFPNet-M. Thus, lip reading helps the person 

comprehend the speech by watching and discovering the 

movements of the mouth linked with speech. The speech 

information is modelled in some intensity and shape, and 

several visual and signal features are concatenated to 

enhance the performance. This method has led to robust 

recognition of speech using the newly devised model, 

namely SEOA-DRN, wherein the DRN is employed, and 

its weights are tuned with SEOA. It employed both visual 

and signal features to increase recognition performance in 

noisy platforms. The SEOA-DRN surpass eminent 

accuracy of 88.4%, the highest sensitivity of 90.6% and the 

highest specificity of 90.6%. The future work involves 

deliberation of other databases to increase the feasibility of 

the designed strategy. 
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