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Abstract - The research of speech augmentation has become increasingly popular in the domain of speech processing. It 

mainly concentrates on removing the voice stream's additive background noise, significantly degrading speech interpretability. 

The objective of speech enhancement is to eliminate additive noise from the speech signal and restore the original signal. 

There are presented methods for improving speech based on speech and noise signals' perceptual, auditory, or statistical 

limitations. Predicting the features of the voice signal and any background noise is quite difficult in a decent environment. 

Speech processing is challenging due to the absence of a specific framework for the speech signal and a cognitively important 

distortion scale. Speech transmissions are also, by nature, non-stationary. Consequently, adaptive estimate methods that don't 

require an explicit predictive method for the underlying signal statistics typically overlook changes. Therefore, by utilizing 

voice enhancement techniques, signal noise can be somewhat decreased. Additionally, there is a trade-off between the amount 

of noise suppressed and the irregularities in the voice signal produced. This study aims to provide an efficient method for 

examining voice augmentation techniques. Another problem is the simplicity with which noise-suppression algorithms can be 

applied in mobile phones and digital hearing aids. New strategies are needed to improve the effectiveness of speech 

enhancement technologies in light of the aforementioned limitations. Due to their excellent efficiency, transform domain filters 

are frequently used in this study's speech improvement process. 
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1. Introduction  
Speech is the vocalised form of human communication. 

Its foundation is the syntactic integration of terms from 

extensive dictionaries. Enhancement is the increase or 

improvement of quality, value, or extent. The aim of 

improving speech is to significantly enhance the quality and 

comprehensibility of a compromised spoken signal using 

audio signal processing methods. A variety of noises impedes 

speech. Speech intelligibility and quality suffer as a result. 

The most important aspect of enhancing speech is recovering 

speech that has been inhibited by noise. Voice augmentation 

is used in a number of applications, including 

teleconferencing, VoIP, mobile phones, voice recognition, 

and hearing impairment. A speech augmentation system 

needs to provide excellent service for all voice signals. The 

user chooses sample functions randomly as part of the input 

method for the voice augmentation system. By definition, 

noise is stochastic. In light of this, the statistical estimation 

problem that depends on a single random process and noise 

is the speech enhancement problem. The mathematical 

theories of signal and noise, as well as a distortions metric 

that assesses the similarity between the clean signal and its 

anticipated version, are necessary for estimation theory. 

These two essential elements of estimate theory are not 

readily available for voice signals. A lack of a framework for 

reliable speech signals and a distortion metric with cognitive 

significance causes the problems. Additionally, the speech 

signals are not continuous at all times. The result is Adaptive 

estimate methods that don't require a particular forecast 

method for the signal frequently miss changes in the 

fundamental statistics of the signal. 

 

2. Literature Survey 
This gives a brief description of the methods currently in 

use to denoise speech signals. The coherence function is 

estimated without the input signals relying on prior noise 

statistics in this paper's [3] new method for multi-channel 

speech enhancement. A gain function is used by the discrete 

wavelet transform (DWT). When used in a home with 

interfering speakers, this strategy produced good results 

when numerous noise kinds corrupts speech. 

 

The use of wavelet de-noising on the speech input of the 

MFCC feature extraction method was presented in this 
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research [4]. The MFCC displays on noisy signals are 

improved using the wavelet-based de-noising method. They 

employed 120 speech samples, of which 90 served as testing 

samples, and 30 served as references. These wavelet-based 

techniques can improve the system's speech recognition 

accuracy for signals with SNRs of 0–10 dB. 

 

 

In this study [5], a DWT-based technique has been 

employed to eliminate the noise from the audio stream. De-

noising employs both hard and soft thresholding. This 

technique can be utilised for real-time processing and achieve 

effective results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Proposed algorithm of speech de-noising employing discrete wavelet transform and thresholding 
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In this study [6], DWT is employed in place of STFT to 

analyse the E-DATE algorithm's noise power spectrum. The 

creative approach successfully recovered the STFT of the 

input speech signal by wavelet decomposing the framed 

signal and thresholding the precise coefficients. This 

approach offered the best outcomes in terms of objective 

evaluation measures like the signal-to-noise ration and MOS 

scores. 

 

They proposed speech enhancement using the DWT  and 

discrete cosine transformation in this study [7], followed by 

speech de-noising using a packet wavelet. Using MSE and 

PSNR, determine the acoustic compression's quality. 

Wavelet transforms coupled with DCT yield amazing results. 

The DCT approach has received good results estimates from 

DWT, with a PSNR of roughly 50 dB. 

 

They proposed the integrated wavelet threshold and 

MMSE-LSA, this study's improved speech de-noising 

technique for low SNR speech signals [10]. The proposed 

method significantly outperformed voice intelligibility 

simulations than wavelet threshold de-noising and EMD-

based wavelet threshold de-noising methods. Speech signal 

de-noising is accomplished using a discrete wavelet packet 

transform technique in this research [11]. Samples of noisy 

speech signals contaminated by white Gaussian noise from 

0dB to +15dB are denoised using both hard and soft 

thresholding. They concluded that soft thresholding is more 

effective for output SNR values than hard thresholding. 

 

A method was employed for speech de-noising based on 

the based on principle component review suggested in this 

study [12]. This principal component analysis-based de-

noising technique had a higher impact. Additionally, the 

principle component denoising technique's signal waveform 

was more complete and similar to the original speech signal. 

 

3. Proposed Method 
The suggested solution for effective speech de-

noising employing discrete wavelet transform and 

thresholding is presented in this part. 

 

Step 1: Initially, noisy speech signal from the source is pre-

processed by the window and overlapping method. 

Step 2: Windowing is done by the hamming window; the 

size of the window can be taken as10-30msec, and 

the frame size is 20msec.as the disadvantage of the 

hamming window, there may be the possibility of 

spectral leakage at the edge of the window so to 

avoid this 50% overlapping is done. 

Step 3: Wavelet selection process involves the methods for 

choosing the best wavelet for speech signal. Here we 

select Coiflet1. 

Step 4: After choosing a wavelet, wavelet decomposition is 

performed using a discrete wavelet transform that 

splits the wavelet into many sets, each set 

comprising a time series of coefficients that indicate 

the signal's temporal history in the appropriate 

frequency band. (i.e. approximation and detailed 

coefficients). 

Step 5: The approximation coefficients directly compute 

SNR using inverse discrete wavelet Transform, and 

detailed coefficients apply the suitable thresholding 

technique and compute SNR using discrete inverse 

wavelet Transform. 

Step 6: After computing SNR, all samples can recombine 

into overlapping chunks called frames. The frames 

are then reassembled to estimate a clean speech 

signal. Each frame is 50% overlapped. 

  

4. Performance Parameters 
The parameters that are used to determine the 

performance [29] of the suggested method are covered in this 

section. 

 
4.1. Increment in Segmental SNR 

 As a result of the speech-enhanced signal's non-

stationarity, its energy fluctuates at random. As a result, 

evaluating voice quality while treating the entire signal as one 

may not be correct. Hence Segmental SNR is created by 

individually calculating and combining the SNR of each 

frame segment. The time or transform domains can be used 

to run this test. The relationship can be used to calculate 

segmental SNR. 

𝑆𝑁𝑅𝑆𝑒𝑔 =
10

1
∑ 𝑙𝑜𝑔10

∑ 𝑥2(𝑛)
𝑁𝑖+𝑁−1
𝑛=𝑁𝑖

∑ (𝑥(𝑛)−𝑥(𝑛)2
∧𝑁𝑖+𝑁−1

𝑛=𝑁𝑖

𝐼−1
𝑖=0         (1) 

Where,  N: Frame length. 

            L: Number of frames. 

            x(n):  Original noisy speech. 

            x^(n):- Processed speech signal. 

 

After obtaining the segmental SNR value, we must 

compute the increase in segmental SNR, also known as the 

SNR of the enhanced speech signal from the noisy speech 

signal. The main drawback of this evaluation approach is the 

potential for receiving negative values during the silence 

intervals. 

 

4.2. Log Likelihood Ratio (LLR) 

Based on linear predictive coding, the test's objective 

measurements are employed. The tilt in phase between the 

unprocessed speech signal and the enhanced speech signal is 

calculated using the LLR test. This value represents the 

distortion that was added throughout the processing phase. 

LLR frequently has a value of 2. The following is the LLR  

 

Calculation formula 

𝐷𝐿𝐿𝑅(𝑎𝑒 , 𝑎𝑐) = 𝑙𝑜𝑔10
𝑎𝑒𝑅𝑐𝑎𝑒

𝑇

𝑎𝑐𝑅𝑐𝑎𝑒
𝑇          (2) 
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Where, ac: LPC vector of the clean speech signal.  

  ae: LPC vector of the enhanced speech signal. 

             Rc: Autocorrelation matrix of the clean speech signal. 

 

4.3. Itakura–Saito Spectral Distance (ISD) 

Another PLC-based test of evaluation using Objectives 

measurements is the Itakura-Saito spectral distance. The 

spectral envelope of the augmented speech signal and the 

enhanced speech signal differs as a result. Its value is 

typically less than 100. The following is the equation to 

compute ISD: 

 

𝐷𝐼𝑆𝐷(𝑎𝑒 , 𝑎𝑐) =
𝐺𝑐

𝐺𝑒

𝑎𝑒𝑅𝑐𝑎𝑒
𝑇

𝑎𝑐𝑅𝑐𝑎𝑒
𝑇 + 𝑙𝑜𝑔10

𝐺𝑐

𝐺𝑒
− 1         (3) 

  

 

Where Ge and Gc stand for processed speech's and clean 

speech's respective linear predictive coding improvements.

  

5. Results and Discussions 
5.1. Subjective Listening Test 

 

   
                       Babble noise                    Airport noise                             Station noise 

 

 

  
            Restaurant noise                      Additive white Gaussian noise 

 

Fig. 2 Bar graphs of MOS of normal hearing subjects for DWT and Thresholding method, enhancement method for different noise sources 

(Babble, Airport, Station noise, Restaurant, AWGN). 

 

Observations of the subjective listening test 

• From the bar graphs, we can observe that there is a 

considerable upsurge in the MOS of the proposed 

algorithm. 

• The mean opinion score value obtained from normal 

hearing listeners is more than that obtained by the 

subjects with hearing impaired problems. 

• From the above graphs, we can also observe that the 

proposed algorithm performs well at 0dB for all 

kinds of noise signals but consistently works well at 

all SNR values when the noise signal is AWGN. 
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                       Babble noise                       Airport noise                   Station noise 

 

  
                                      Restaurant noise             AWGN noise 

Fig. 3 Bar graphs of MOS of subjects with impaired hearing for  DWT and Thresholding method, enhancement method for different noise sources 

(Babble, Airport, Station noise, Restaurant, AWGN) 

 
5.2. Objective Measures 

Three tests are conducted in the objective measures evaluation method, Increment in segmental SNR, Log-likelihood ratio 

(LLR) and Itakura-Saito distance. By using mathematical equations, values of all three methods are plotted for the Multilevel 

Discrete Wavelet Transform method once again for different kinds of noise signals. 

 

5.2.1. Increment in Segmental SNR 

   
           Babble noise       Airport noise                  Station noise  
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                                                       Restaurant noise               AWGN noise 

 

Fig. 4 Bar graphs of increment in segmental SNR for three Enhancement method  Discrete Wavelet Transform and Thresholding method, for five 

different noise sources (Babble, Airport, Station, Restaurant noise, AWGN noise). 
 

Observations of the test conducted 
 

• From the bar graphs plotted above, we can observe that 

increment in segmental SNR value has been increased in 

the proposed algorithm in speech enhancement methods. 

• As the SNR of a noisy speech signal rises, the increment 

in segmental SNR decreases because such noisy speech 

signals include less noise, but more noise is unnecessarily 

eliminated owing to processing, which lowers the 

performance of the suggested approaches. 

• From the 5.2.1 graphs, we can observe that there is an 

increment in SNR value from 0dB to 15dB for babble 

noise and AWGN noise. Hence a proposed method 

performs well when noise present in the speech signal is 

babble and AWGN noise. 
 

5.2.2. Log – Likelihood Ratio 

It has been noted that the LLR of The appropriate 

algorithm is less for AWGN noise.  Hence distortion 

introduces by the process is minimum when noise appears in 

the speech signal is AWGN noise. 

   
        Babble noise    Airport noise                              Station noise 
 

  
Restaurant noise   AWGN noise 

Fig. 5 Bar graphs of LLR for DWT and Thresholding method enhancement processes for different kinds of noise sources(Babble, Airport, Station, 

Restaurant noise, AWGN noise). 
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5.2.3. Itakura – Saito Distance 

   
        Babble noise                Airport noise              Station noise 

 

  
                                                      Restaurant noise                     AWGN noise 

 

Fig. 6 Bar graphs representing Itakura-Saito distance for  DWT and Thresholding method for different kinds of noise signals (Babble, Airport, 

Station, Restaurant, AWGN noise). 

 

  
   (a)                           (b) 



Jagadish S.Jakati et al. / IJEEE, 10(1), 138-147, 2023 

 

145 

  
   (c)       (d) 

Fig. 7 Spectrogram images of the noisy and enhanced speech signals (a) 15dB noisy speech signal despoiled by babble noise, (b) speech signal 

enhanced by Discrete Wavelet Transform method Using thresholding, (c) speech signal enhanced by Discrete Wavelet Transform method Using 

thresholding, (d) speech signal enhanced by the Discrete Wavelet Transform method Using thresholding. 

 
From spectrogram analysis, we can state that the 

enactment of the projected work is superior to the existing 

speech enhancement methods, especially when noise signals 

are babble and AWGN noise signals. 

 

6. Conclusion and Future Scope 

The foundations of the efficient speech decoding 

technique suggested in this article are thresholding and the 

discrete transformation of wavelets. The full voice signal is 

divided into smaller frames for proper processing, which are 

then subjected to various DWT-IDWT algorithms to remove 

noise components. Through the use of inverse DWT, 

thresholding lowers the level of noise utilised to denoise the 

data. The proposed technique may denoise speech more 

effectively than existing ones, thanks to the usage of  DWT-

IDWT and thresholding, as shown by the performance 

metrics. Higher-order filter banks with dynamic taping factor 

features will be considered in the future for more effective de-

noising. 
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