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Abstract - Distributed Denial of Service (DDoS) attacks, specifically HTTP flood DDoS attacks, have become a constant and 

substantial threat to online companies and critical services due to the growing popularity of web-based applications and 

technology. HTTP flood DDoS attacks inundate web servers with an overwhelming volume of seemingly legitimate HTTP 

requests emanating from compromised devices or botnets. Traditional DDoS mitigation approaches, often reliant on rate 

limiting and traffic filtering, struggle to discern between legitimate and malicious traffic, leading to service degradation or 

downtime. Methods for identifying abnormal HTTP traffic behaviour involve gathering and preprocessing data, generating 

features, and developing Isolation Forest algorithms. The power of this method comes from its ability to detect anomalies in 

real-time, making it easy to identify and block HTTP flood DDoS attack traffic. As such, this is a significant feature of the 

methodology. In tandem with Isolation Forest, machine learning empowers the system to adapt proactively to emerging attack 

vectors, enhancing its resilience in the face of evolving threats. This research presents a novel approach to fortify the 

application layer against HTTP flood DDoS attacks by utilizing machine learning techniques, with a central focus on the 
Isolation Forest algorithm. The experimental validation results show that the proposed framework can effectively recognize 

and mitigate HTTP flood DDoS attacks with minimal service interruption and false positives. The tests were run on benchmark 

datasets from the KDD Cup 1999 and the NSL-KDD, and the results stated here enhance the basis for the proposed model and 

enable the research to achieve its objective. 

Keywords - Distributed Denial of Service (DDoS) attacks, HTTP flood DDoS attack, Botnet, Machine learning, Isolation 

Forest algorithm. 

1. Introduction 
The proliferation of web-based applications and services 

has undoubtedly transformed how we interact with 

information, conduct commerce, and communicate in the 

digital age. While this digital revolution has brought 

unprecedented convenience and connectivity, it has also 

given rise to a persistent and pernicious threat: DDoS 

attacks, short for “Distributed Denial of Service,” are 

growing in popularity. With its ability to turn off websites, 

compromise vital services, and cause damage in cyberspace, 

the HTTP flood DDoS attack has emerged as an effective 

competitor. The HTTP flood DDoS attack is one of several 
distributed denial of service attacks, but it has proven 

especially risky in the past few years. Its sheer simplicity and 

devastating impact characterize the HTTP flood DDoS 

attack. A malevolent actor orchestrates a deluge of seemingly 

legitimate HTTP requests towards a targeted web server in 

this attack. The volume and intensity of these requests 

quickly overwhelm the server’s resources, leading to service 

degradation or outright unavailability. These attacks are 

incredibly deceptive because they can appear as legitimate 

user actions. Since this allows attackers to appear as 

legitimate users, it is more challenging for standard safety 

methods to distinguish between valid and malicious requests. 

Denial of service attacks, often known as DoS attacks, 

occur when attackers collaborate to make it difficult for 
legitimate users to obtain accessibility to a service or 

resource. This could be a Distributed Denial of Service 

(DDoS) attack, in which servers respond more slowly than 

usual to client requests or decline to do so. Today’s digital 

environment faces a growing threat from Distributed Denial 

of Service attacks (DDoS). An attacker typically arranges 

such attacks by controlling a botnet, a group of compromised 

computers working together. The primary goal of such an 

attack is to reduce the server’s resources, such as its 

processing power, input/output bandwidth, sockets, and 

memory. Because of this, regular users and customers have 
far less access to, or none at all in some situations, to the 

available resources. Recent DDoS attacks have targeted 

various victims [1, 2], while strategies for effectively 

mitigating these attacks have been explored in [3]. These 

http://www.internationaljournalssrg.org/
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challenges underscore the critical importance of developing 

robust defence mechanisms to safeguard online services and 

ensure uninterrupted accessibility for legitimate users. A 

distributed denial of service attack is shown in the scenario 

represented in Figure 1. 

 

 

 

 

 

 

 

Fig. 1 An environment of DDoS attack 

Service providers’ predominant strategy to counter the 

App-DDoS threat revolves around bandwidth usage 

limitation. However, this approach presents significant 

limitations, primarily because the required bandwidth scales 

with the payload size [4]. Consequently, constraining 

bandwidth usage proves far from being an optimal solution 

[5]. Not only does it potentially disrupt regular traffic flow, 

but it can also adversely affect server performance, 

especially during peak periods with a surge in genuine user 
activity.  

This shows the pressing need for a more robust app-

DDoS defence approach that doesn’t rely on bandwidth 

limits. Recent developments have highlighted the seriousness 

of the issue. Cloudflare’s study indicated that ransomware 

DDoS attacks rose by about a third between 2020 and 2021, 

with a particularly significant increase of 75% in the fourth 

quarter of 2021 [6]. Furthermore, application-layer 

distributed denial-of-service attacks increased by a shocking 

641% from the previous quarter, primarily affecting the 

construction segment. Both Yandex and Qrator Labs have 

reported that the attackers’ purpose was to block users from 
accessing the websites of commercial and non-profit 

organizations [7]. 

DDoS attackers are getting more proficient and 

innovative with each new attack, using methods like multi-

vector attacks, which further add to the complexity and 

difficulties of the issue. Multi-vector DDoS operations, 

which incorporate numerous forms of DDoS attacks into an 

integrated attack move, are currently the preferred method of 

attack by most DDoS attackers [8]. This evolving threat 

landscape necessitates innovative and adaptive defence 

mechanisms that can effectively counter the growing 

complexity and scale of App-DDoS attacks, thereby 

safeguarding the availability and performance of digital 

services for legitimate users. 

According to the sources [9] and [10], Distributed 

Denial of Service (DDoS) attacks can be classified into 

subclasses based on several distinguishing characteristics. 
One fundamental classification criterion is the examination 

of the network protocol stack involved in the attack. 

Consequently, DDoS attacks are categorized into two 

primary types: Network/Transport level DDoS attacks and 

Application level DDoS attacks. 

Network/Transport level DDoS attacks: These attacks 

target the protocol stack’s network and transport levels 

because they are faster to compromise. They involve 

overwhelming the target system with excessive traffic or 

exploiting vulnerabilities at these levels.  

Network/Transport level DDoS attacks often employ 

SYN floods, UDP reflection attacks, and ICMP floods to 
flood network resources, disrupt network connectivity, and 

consume available bandwidth. Mitigating such attacks 

usually requires network-level defences and traffic filtering 

strategies. 

Application level DDoS attacks: While traditional DDoS 

attacks focus on lower layers of the network protocol stack, 

application-level DDoS attacks target directly at the 

application layer. These attacks aim to exhaust application 

resources, disrupt service availability, or exploit 

vulnerabilities in the application itself. Application-level 

DDoS attacks are more sophisticated and nuanced, often 
mimicking legitimate user behaviour to evade detection.  

Standard techniques used in these attacks include HTTP 

floods, Slowloris attacks, and Layer 7 attacks, which directly 

target web applications. Defending against application level 

DDoS attacks typically necessitates using Web Application 

Firewalls (WAFs) and application-layer security measures.  

This classification based on the network protocol stack 

assists in understanding the nature and scope of DDoS 

attacks, enabling organizations to tailor their defence 

strategies accordingly. Combating DDoS attacks effectively 

often requires a multifaceted approach encompassing both 

network-level and application-level defences to mitigate the 
diverse threats these attacks pose. 

The Isolation Forest algorithm is primarily designed for 

anomaly detection and is not specifically tailored to detect 

flooding attacks. However, you can use the Isolation Forest 

algorithm to detect anomalies, including certain types of 

flooding attacks, in your dataset. Here are some common 

flooding attack scenarios that can be addressed with Isolation 

Forest [11-14]: 

Controller 
Target 

Attacker 

Bots Handlers 
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1. HTTP flood attacks: Isolation Forest can detect 

anomalies in web server logs, including HTTP flood 

attacks. By analyzing the patterns of incoming HTTP 

requests, you can identify unusual spikes or patterns that 

may indicate an attack. 

2. Network traffic floods: Isolation Forest can also evaluate 
network traffic data to detect flooding attacks, such as 

SYN and UDP floods. Unusually high traffic rates or 

patterns can be flagged as anomalies. 

3. Database query floods: In database management 

systems, flooding attacks can manifest as excessive 

queries or connections. Isolation Forest can help detect 

abnormal query patterns indicating an attack on the 

database. 

4. Resource consumption floods: Some flooding attacks 

aim to consume server resources, such as CPU or 

memory. Isolation Forest can monitor resource 

utilization and detect unusual spikes from flooding 
attacks. 

5. IoT device floods: Internet of Things (IoT) framework 

analysis reveals flooding attacks can target IoT devices 

with excessive traffic or requests. Isolation Forest can 

help identify abnormal device behaviour. 

The primary objective of this research is to improve 

defences against Distributed Denial-of-Service (DDoS) 

attacks using the HTTP protocol by expanding the use of 

machine learning and, especially, the Isolation Forest 

algorithm. The paper is divided into the following parts: In 

Section 1, we provide context; in Section 2, we detail the 
related study; in Section 3, we focus primarily on the 

proposed method; in Section 4, we discuss the simulation 

and implementation dataset environments; and in Section 5, 

we conclude conclusions. 

2. Related Work 
Significant and relevant research is being done to 

identify new ways to use machine learning, precisely the 
Isolation Forest method, to prevent and mitigate HTTP flood 

Distributed Denial of Service (DDoS) attacks in the 

application layer. Machine learning is an achievable strategy 

for doing this. In a digital landscape increasingly vulnerable 

to cyber threats, HTTP flood DDoS attacks stand out as a 

formidable adversary, capable of disrupting online services 

and overwhelming server resources.  

This study aims to create an intelligent and proactive 

protection mechanism that operates at the application layer 

and can distinguish between malicious flood attacks and 

legitimate user traffic. The ultimate purpose of this study is 
to improve the safety of online communication systems. 

With the help of machine learning and, more specifically, the 

Isolation Forest algorithm, this research hopes to provide 

businesses and service providers with an adaptable device 

that can respond to new cyberattack methods. The study’s 

primary objective is to train companies and service providers 

better. In essence [15], the goal is not only to prevent HTTP 

flood DDoS attacks but also to fortify the resilience of the 

application layer, ensuring uninterrupted service availability 

for legitimate users in the face of this persistent and ever-

evolving threat. This research aims to contribute significantly 

to the growing field of cybersecurity, which is rapidly 
approaching an exciting new stage based on machine 

learning and advanced algorithms to devise adaptive and 

proactive security techniques. 

2.1. Analysis of Source Data 

The main goal of source data analysis is to prevent and 

mitigate HTTP flood Distributed Denial of Service (DDoS) 

attacks within the application layer using machine learning 

and the Isolation Forest technique. The objective is to defend 

against and lessen the effects of application-level DDoS 

attacks such as HTTP flood. These works emphasize the 

critical role of meticulous source data analysis in developing 

robust defence mechanisms [16].  

Notably, studies within the field of cybersecurity have 

delved into calculating source data, particularly network 

traffic data and server logs, to discern anomalous patterns 

indicative of DDoS attacks. Techniques ranging from 

statistical analysis to machine learning approaches have been 

explored to effectively identify and respond to malicious 

traffic. Concurrently, research in machine learning for 

anomaly detection has yielded valuable insights into the 

analysis of source data, offering sophisticated methods to 

detect deviations from expected behaviour. The Isolation 

Forest algorithm application, renowned for its anomaly 
detection capabilities, has also gained prominence in 

scrutinizing source data for malicious activity. These related 

works underscore the indispensable nature of source data 

analysis as an integral component in the broader effort to 

thwart HTTP flood DDoS attacks and safeguard the 

application layer [17, 18]. 

Techniques for detecting Distributed Denial of Service 

(DDOS) attacks are presented in [19], with one such method 

depending on the spatial and temporal correlation that 

characterizes attack-vulnerable request floods. This 

framework excels in identifying packet flows that exhibit 

characteristics indicative of impending attacks while 
preserving the existing router-level IP forwarding strategies. 

It is an effective solution to DDoS detection since it is 

not dependent on improvements to the fundamental IP 

routing infrastructure but instead on the patterns and 

behaviours of packet flows. The term DDoS refers to a type 

of cyberattack in which many servers are concurrently 

attacked. This innovative methodology is a testament to the 

ongoing efforts to fortify networks against the ever-evolving 

threat landscape of DDoS attacks, emphasizing the 

significance of intelligent, non-disruptive detection 

mechanisms in contemporary cybersecurity frameworks. 
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To identify malicious attacks from legitimate ones, the 

study’s authors cited in [20] employed a bi-layer feed-

forward Neural Network (NN). The findings of this study 

were published in [20]. Their model underwent rigorous 

evaluation using the KDD Cup 99 dataset, with simulation 

results revealing commendable precision levels and 
impressive overall performance.  

In a related context, the HIDE model, as detailed in [21], 

classified data flows using neural networks in conjunction 

with preprocessed statistical values. Specifically, the 

classification models PBH, RBF, Fuzzy-ARTMAP, and BP 

(Backpropagation) were studied and compared. PBH and BP 

stand out among these models because they are better at 

finding evil behaviour. This shows how practical neural 

network-based methods are for finding and classifying 

computer attacks. These findings exemplify the ongoing 

endeavours to harness machine learning and neural networks 

for robust cybersecurity solutions. 

In the context of HTTP flood DDoS attacks [22], 

Isolation Forest has been employed to discern anomalous 

patterns within web traffic data. Researchers have harnessed 

its ability to isolate and identify unusual request patterns and 

traffic spikes that characterize HTTP flood attacks. By 

focusing on the distinct behaviours of malicious requests, 

Isolation Forest-based solutions have shown promise in 

distinguishing between legitimate user traffic and attack 

traffic. 

2.2. Analysis of Traffic Flows 

In intrusion detection and DDoS attack mitigation, 
various research approaches have been proposed to enhance 

network security. An anomaly-based research approach is 

presented in [23], which analyses traffic flows. The authors 

explore the detection of anomalies within these flows, which 

can signify potential DDoS attacks or intrusions.  

A related study documented in [24] introduces a model 

that leverages clustering techniques based on IP source 

addresses and subnet filtering. This approach proves 

effective in detecting DDoS intrusions. It’s remarkable how 

well the model captures different collections of attributes.  

By reducing the number of false alarms, the accuracy of 

intrusion detection is improved over more recent work. 
Another strategy for detecting and preventing DDoS attacks 

is using multi-layered Artificial Neural Networks (ANNs), as 

discussed in [25]. The multi-layered ANNs are well-suited 

for handling complex patterns and anomalies in network 

traffic, contributing to improved detection and response 

mechanisms. 

The research in [26] also introduces the Naive Bayes 

(NB) classification algorithm employed for machine 

learning. This technology has the potential to enhance the 

precision with which DDoS attacks are detected because of 

the algorithm’s ability to label network traffic as genuine or 

malicious correctly. 

These studies underscore the diversity of approaches and 

techniques employed in intrusion detection and DDoS 

mitigation [27]. By exploring anomaly-based methods, 
clustering, multi-layered neural networks, and machine 

learning algorithms, researchers are continuously advancing 

the capabilities of network security systems to combat 

evolving threats and intrusions effectively. 

According to the simulation phase of these methods, 

primarily when evaluated over the NSL-KDD corpus, the 

Kernel-based approach showed excellent results in terms of 

accuracy rate, as stated in [28]. The NSL-KDD corpus 

provided the setting for this discovery [28]. When these 

methods are being tested in virtual environments, this 

approach’s high success rate shows its potential to improve 

the effectiveness of intrusion detection systems. This is 
especially true when the NSL-KDD dataset is considered, as 

it is often used as a benchmark for evaluating different 

intrusion detection approaches.  

This study’s findings represent ongoing efforts to 

incorporate complex algorithms and classifiers into intrusion 

detection systems to enhance their accuracy and 

dependability in the face of continuously resulting cyber 

threats. This study investigates the application of Isolation 

Forest for network anomaly detection. It explores the 

algorithm’s ability to identify abnormal patterns in network 

traffic data, demonstrating its efficacy in detecting network 
intrusions and abnormal behaviours [29].  

This work focuses on the detection of botnet activities 

within network traffic. By leveraging Isolation Forest, the 

study illustrates its effectiveness in isolating and identifying 

botnet-related traffic patterns, which can be crucial for cyber 

security efforts. 

In this study, Isolation Forest is evaluated alongside 

other anomaly detection algorithms to assess its performance 

in the context of traffic flow analysis. The research provides 

a comparative analysis of various techniques, shedding light 

on the strengths of Isolation Forest.  

This research explores the application of Isolation Forest 
to time-series data, particularly in the context of network 

traffic analysis. It examines the algorithm’s ability to detect 

abnormal patterns over time, crucial for identifying evolving 

network threats [30]. The main objective of this paper and 

related work is to provide a comprehensive review of the 

present state of research into the prevention and mitigation of 

HTTP flood DDoS attacks using machine learning and 

Isolation Forest. This will be performed by making use of the 

work already done. 
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3. Proposed Methodology 
This proposed methodology combines the anomaly 

detection capabilities of the Isolation Forest algorithm with 

the classification capabilities of a machine learning model to 

effectively prevent and mitigate HTTP flood DDoS attacks in 

the application layer while minimizing false positives. It 

involves offline training and real-time analysis to provide a 

robust defence mechanism.  

Figure 2 shows the overall architecture of the proposed 

methodology. Each stage’s particulars are summarised below 

according to their respective category. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Overall architecture of proposed methodology 

3.1. Data Collection Layer 

Regular network traffic forms 52% of the dataset, 

whereas DDoS traffic accounts for 46%, Probe attacks 

represent 12.76%, R2L (Remote to Local) attacks represent 

8.76%, and U2R (User to Root) attacks represent 0.43%. The 

dataset’s heterogeneous structure allows researchers to test 

detection and mitigation strategies against a more extensive 

range of cyber threats.  

Each record in the dataset is described by 52 features, 

including qualitative and quantitative attributes [31]. These 
features encompass many network characteristics, making 

them valuable for feature extraction and model training. An 

enhanced version of the dataset used in the KDD Cup 99, 

NSL-KDD, has since been created. It is advised that 

researchers choose this dataset over the KDD Cup 99 one 

because it overcomes a lot of the drawbacks and weaknesses 

of that dataset. The NSL-KDD dataset is a significant and 

valuable tool for training and testing machine learning 

models, such as the Isolation Forest approach, in the context 

of preventing and mitigating HTTP flood DDoS attacks on 

the application layer. The NSL-KDD dataset fits well and 

serves purposes in this scenario. 

Our study concentrated on differentiating between and 

learning these two categories of network traffic—DoS 

attacks and regular network traffic. In our dataset, we 
eliminated all but DDoS (Distributed Denial of Service) 

attacks, and ordinary traffic makes up 63% of the total. The 

result was that we could zero in on the core elements of our 

fundamental research interests. In addition, we adjusted the 

dataset to include 4573 samples, with the same split between 
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regular and DoS traffic (i.e., 1992 samples represent normal 

traffic, and 1704 samples represent DoS traffic) [32]. This 

was done so that the dataset wouldn’t become unsustainable 

in size. For model training, we allocated 89% of the dataset, 

consisting of 3218 samples, to the training set while 

reserving 34%, or 899 samples, for the testing set, facilitating 
robust model evaluation.  

To address potential overfitting concerns, we introduced 

an additional holdout dataset, comprising 465 randomly 

selected samples from the original dataset, while preserving 

the balanced ratio of standard and attack data. This holdout 

dataset was a crucial mechanism to assess and mitigate 

overfitting issues in our model’s performance evaluation. 

3.2. Feature Extraction Layer 

To prevent and mitigate application layer Distributed 

Denial of Service (DDoS) attacks caused by HTTP floods 

using machine learning and Isolation Forest, the feature 

extraction layer must extract crucial features from the 
preprocessed network traffic data. This is done so that one is 

more protected and less affected by such attacks. These 

extracted features are the foundation for subsequent analysis 

and machine learning model training.  

The key attributes include request frequency, which 

provides insights into the rate of incoming HTTP requests; 

request types, which identify the specific HTTP methods 

employed; payload size, revealing the size of data transfers; 

request sources, pinpointing the origins of incoming requests 

via IP addresses or domains; timestamps, aiding in the 

detection of temporal patterns; header information, capturing 
details from HTTP request headers; response codes, offering 

insights into server interactions; connection characteristics, 

including open connections and duration; session 

information, when applicable, for tracking session-related 

behaviour; server resource utilization data, such as CPU and 

memory usage; and optionally, geolocation information to 

identify geographic origins.  

Collectively, these extracted features enable the 

subsequent stages of analysis and model training to detect 

anomalies and patterns indicative of HTTP flood DDoS 

attacks, contributing to enhanced security in the application 

layer [33] feature extraction layer represented below in 
equation 1. 

FE (A) = φ (A)   (1)               

Where,FE(A) represents the set of extracted features. 

X represents the input data. 

φ(A) represents the feature extraction function or 

process applied to the input data A. 

 

 

3.3. Labeling and Dataset Preparation Layer 

Application layer HTTP flood DDoS attack prevention 

and mitigation using machine learning and Isolation at the 

labelling and dataset preparation layer forest is essential for 

generating labelled datasets for training and evaluating 

machine learning models. Here’s an overview of the data 
associated with this layer: 

In this labelling layer, the dataset undergoes a labelling 

process, where each data point is annotated to distinguish 

between two primary categories: legitimate traffic and HTTP 

flood DDoS attack traffic [34]. Legitimate traffic represents 

the standard, authorized requests to the application layer, 

while HTTP flood DDoS attack traffic means malicious 

attempts to overwhelm the server.  

The labelling ensures that the machine learning models 

have ground truth information to learn from, enabling them 

to differentiate between normal and attack behaviour. Since 

DDoS attacks can be relatively rare compared to regular 

traffic, techniques such as oversampling or undersampling 

may be applied to balance the dataset.  

Because of this, the model is guaranteed to learn 

efficiently to recognize DDoS attacks without becoming 

biased towards the dominating class, which is ordinary 

traffic. The dataset is split into numerous parts that will be 

utilized for various purposes, including training, validating, 

testing, and potentially making an incomplete dataset. Most 

institutions use a ratio of 80% teaching time and 20% testing 

time. The holdout dataset is used to evaluate model 

overfitting. 

In some cases, additional samples may be randomly 

selected to create a holdout dataset for assessing overfitting 

issues. This sampling maintains the standard and attack data 

ratio to ensure representative evaluation. The label 

assignment can be represented in equation 2 as below: 

L(X) = 0 (for regular traffic) 

L(X) = 1 (for HTTP flood DDoS attack traffic)    (2)                      

Split the dataset into subsets for training, validation, and 

testing: 

 Training Set: N_train_samples = α * N_total_samples 

 Validation Set: N_validation_samples = β * 
N_total_samples 

 Testing Set: N_test_samples = (1 - α - β) * 

N_total_samples 

Ensure that α + β + (1 - α - β) = 1, where α, β, and (1 - α 

- β) are the desired proportions for each subset. 
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3.4. Machine Learning and Isolation Forest Training 

Layer 
The machine learning and Isolation Forest training Layer 

is a critical component in the proactive defence against 

HTTP flood DDoS attacks within the application layer. This 

layer utilizes labelled training data, consisting of features 
extracted from network traffic data and corresponding attack 

labels, to build effective detection models.  

Firstly, machine learning classifiers are trained using 

this dataset, enabling them to learn intricate patterns and 

relationships that distinguish regular network traffic from 

malicious HTTP flood DDoS attacks. These classifiers 

undergo parameter tuning to optimize their classification 

performance.  

Concurrently, Isolation Forest models are trained to 

identify anomalies efficiently. Isolation Forest leverages a 

forest of decision trees, isolating data points to identify 

abnormalities with fewer splits. Following training, the 
machine learning classifiers and Isolation Forest models are 

rigorously evaluated using a separate validation dataset, 

focusing on key metrics such as accuracy, precision, recall, 

and F1-score. This evaluation ensures their proficiency in 

correctly identifying attack patterns while minimizing false 

alarms [35, 36].  

Fine-tuning may be applied based on evaluation results, 

enabling adaptation to evolving attack strategies. Ultimately, 

these trained models, once deployed, play a pivotal role in 

monitoring incoming network traffic in real-time, promptly 

alerting or taking action when suspicious HTTP flood DDoS 
attacks are detected, thereby bolstering cybersecurity in the 

application layer. The machine learning and Isolation Forest 

training layer for anomaly detection can be modelled 

mathematically as equations 3 and 4. 

S(x,m) = 2
−𝐸(ℎ(𝑥))

𝑐(𝑚)   (3) 

C(m) = 2H(n-1) – (2(n-1)/n)       (4) 

S(x,m) is the Isolation Forest for anomaly detection, and 

n is the number of floods in the traffic flow. 

The Isolation Forest algorithm is primarily designed for 

anomaly detection rather than direct mitigation. However, it 

can be incorporated into a broader DDoS mitigation strategy 

to help identify and respond to HTTP flood DDoS attacks 

[27]. Here’s a high-level algorithmic outline of how you can 

use the Isolation Forest for this purpose: 

Algorithm 1:  The Pseudocode of the Isolation Forest 

Algorithm 
Step 1: Data collection and preprocessing 

Gather network traffic data and extract relevant 

features.  

Preprocess the data, ensuring it’s in a suitable format 

for modelling. 

Step 2: Initialize Isolation Forest model 

Specify hyperparameters (e.g., number of trees, 

contamination level). 

isolation_forest = IsolationForest(n_estimators=100, 
contamination=0.01) 

Step 3: Model training 

Train the Isolation Forest model using a labelled 

regular and attack traffic dataset. 

Ensure that the dataset is appropriately balanced to 

avoid bias. 

Step 4: Real-time monitoring 

Deploy the trained Isolation Forest model to monitor 

real-time incoming network traffic. 

While True: 

Step 5: Anomaly detection 

Calculate the anomaly score using the Isolation 
Forest model for each incoming data point. 

Anomaly scores range from -1 (anomaly) to 1 

(normal). 

anomaly_score = 

isolation_forest.decision_function(new_data_point) 

Step 6: Threshold setting 

Define a threshold for the anomaly scores 

determining when an attack is detected. 

Below the threshold indicates an anomaly (potential 

attack). 

if anomaly_score < detection_threshold: 
Step 7: Alert and mitigation actions 

Trigger alert mechanisms to notify security 

personnel. 

Step 8: Adaptive response 

Continuously adjust the model’s parameters and 

mitigation strategies based on ongoing network 

conditions. 

Step 9: Post-incident analysis 

End While 

Return best solution 

After mitigating an attack, conduct a post-incident 

analysis to understand the attack patterns better, improve 
detection models, and reinforce security measures. 

3.5. Model Evaluation Layer 

Thoroughly evaluating the efficiency of the Isolation 

Forest and related models in identifying and preventing 

HTTP flood DDoS attacks is the primary objective of the 

model evaluation layer.  

This NSL-KDD dataset has limitations until it has 

undergone balanced model validation and performance 

evaluation [28]. It consists of network traffic data, where the 

features (X_val) represent various attributes extracted from 

the traffic, and the labels (y_val) indicate whether each data 
point represents legitimate (regular) traffic or an HTTP flood 
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DDoS attack. To determine the models’ efficacy, many 

measures for evaluation are used. These metrics consist of 

several segments: accuracy, precision, recall (true positive 

rate), specificity, and F1-score (harmonic mean of precision 

and recall). These metrics illustrate the models’ ability to 

distinguish benign from malicious traffic while controlling 
the false positives and negatives modelled by Equations 5, 6, 

and 7. 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (5) 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (6)      

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (7) 

F1-Score = 2 * 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (8) 

In its most basic form, the F1-score provides an 

impartial evaluation that accounts for false positives and 

negatives. As it appears closer to the lower of the two values, 

it is beneficial when choosing between precision and recall. 

This is so because it is nearer the smaller of the two numbers 

in question. Equation 8, referenced in your sentence, likely 

represents the mathematical formula used to calculate the F1 
score.  

However, the specific equation would depend on the 

context and notation used in your research or paper. The 

model evaluation layer is a critical checkpoint to gauge how 

well the machine learning models function in real-world 

scenarios.  

Through rigorous evaluation, fine-tuning, and threshold 

adjustments, organizations can enhance their defence 

mechanisms against HTTP flood DDoS attacks, bolstering 

the security and availability of their applications and services 

at the application layer [37]. 

3.6. Real-Time Traffic Analysis Layer 

The Real-time traffic analysis layer is a watchful 

guardian of network security because it can detect and 

counteract HTTP flood DDoS attacks in real time. The 

protection of the network depends on this layer.  

Data is constantly monitored and processed in this layer 

as it streams from the web and reaches the organization’s 

digital landscape. Complex monitoring tools, Intrusion 
Detection Systems (IDS), and machine learning models are 

used to conduct in-depth data analyses and search for 

unusual patterns and anomalies. The primary objectives are 

to identify any signs of HTTP flood DDoS attacks that 

threaten to disrupt services and to ensure the rapid execution 

of countermeasures [38, 39]. As network packets flow 

through the analysis layer, they undergo deep packet 

inspection, protocol analysis, and anomaly detection. The 

coating is finely tuned to recognize the telltale signs of 

HTTP flood DDoS attacks, such as an abnormal surge in 

traffic volume, an unusually high request rate, or unusual 

patterns of incoming connections. When these anomalies are 

detected, alerts are generated, promptly triggering incident 

response protocols. 

Within this layer, automated responses are set into 
motion, including traffic rerouting through DDoS mitigation 

services, access controls, rate limiting mechanisms, and load 

balancing adjustments. Simultaneously, security teams are 

alerted to assess the situation and coordinate additional 

mitigation strategies if required. The Real-time traffic 

analysis layer operates precisely, contributing numerous 

times to preserving the reliability of online services and 

applications [40]. It forms an integral part of a robust cyber 

security strategy, ensuring that HTTP Flood DDoS attacks 

are swiftly identified, contained, and mitigated, thus 

preserving the uninterrupted flow of legitimate traffic in the 

application layer. 

3.7. Alerting and Mitigation Layer 
The effectiveness of the alerting and mitigation layer 

hinges on its ability to respond swiftly and decisively to 

security threats, minimizing service disruptions and 

mitigating the potential damage caused by HTTP Flood 

DDoS attacks [41]. Combined with other measures and real-

time traffic tracking, this layer forms a comprehensive 

defence system that keeps online applications and services 

available and reliable. The application layer is where you’ll 

discover data. 

4. Result Analysis 
In this section, experiments were carried out to measure 

the effectiveness, scalability, robustness, and complexity of 

the proposed HTTP Flood DDoS attack at the application 

layer using machine learning and Isolation Forest. 

4.1. KDD Cup 1999 Dataset 

The benefits of being developed in network intrusion 

detection rather than application layer HTTP flood DDoS 

attacks, the KDD Cup 1999 dataset has now become widely 

used in cybersecurity and intrusion detection. Even though 
its initial objective was to identify malicious activity on a 

network, it has found other uses.  

Researchers have changed this dataset to overcome the 

difficult challenge of HTTP flood DDoS attack detection 

using machine learning methods [42], including the 

algorithm known as Isolation Forest. Before beginning this 

undertaking, a comprehensive pretreatment of the dataset is 

necessary. Data missing and feature selection appropriate to 

the topic are two preprocessing tasks that must be performed. 

Relevant evaluation criteria must be selected, and the data 

must be split into training and test sets, all as part of the 
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experimental design. Following this, the model is trained 

using the Isolation Forest technique, well-known for its 

anomaly-detecting features, using the training dataset. After 

that, the model is tested on the training data to see how well 

it can recognize HTTP flood DDoS attacks while minimizing 

false positives using performance metrics like accuracy, 
recall, and F1-score. As researchers delve into the outcomes, 

they navigate the dataset’s limitations, recognizing that the 

KDD Cup 1999 dataset may not fully encapsulate the 

intricacies of real-world HTTP flood attacks.  

4.2. NSL-KDD Dataset 

In evaluating malicious attack defence approaches, 

carefully considering the choice of datasets for assessment is 

essential. Using common corpuses like NSL-KDD can 

sometimes yield misleading results due to the presence of a 

substantial amount of replicated requests, as highlighted in 

previous research [30]. Therefore, this manuscript adopts a 

more nuanced approach. Datasets with dynamic flow 
characteristics, such as SIDDOS, UDP flood, and HTTP 

flood, were used to evaluate the technique proposed in this 

paper thoroughly.  

The outcomes of these tests were excellent. This 

intentional decision ensures that the review procedure 

effectively addresses the challenge of managing real-time 

flows while evaluating proposed Intrusion Detection Systems 

(IDS). During our investigation, we came across this 

problem. Furthermore, to enhance the robustness and 

relevance of the evaluation, three additional corpuses have 

been leveraged, each accessible from the public domain. 
Data from KDD, CAIDA, and DARPA/Lincoln Labs can be 

found in these collections. Together, they range many weeks’ 

worth of data from a simulated Air Force network. This 

study proposes to provide a comprehensive and timely 

evaluation of the effectiveness of the proposed security plan 

against a wide range of cyber threats and network dynamics. 

As a means of achieving this goal, several datasets with 

actual characteristics will be employed. 

It’s worth noting that the datasets being utilized here 

have certain limitations that researchers must consider. These 

datasets are not synthetic and, as a result, may not 

comprehensively represent the spectrum of intrusion types 
encountered in contemporary cybersecurity landscapes. For 

instance, the CAIDA corpus contains attack data from as far 

back as 2007 [43], offering insights into historical network 

activities rather than recent intrusion patterns. This dataset 

explicitly captures a one-hour traffic stream under 

anonymous conditions. 

The confidential nature of the data required is one of the 

biggest challenges when collecting databases for detecting 

DDoS attacks in real-time. These datasets often contain 

highly confidential network and user information. Breaches 

or misuse of such data can have severe consequences for 

organizations and individuals. Consequently, while 

implementing and evaluating models over these datasets can 

provide valuable insights and benchmarks, it’s crucial to 

acknowledge that achieving the same level of detection 

accuracy in practical, real-world contexts may be 

considerably more challenging. The intricacies and 
constantly evolving nature of modern cyber threats 

necessitate ongoing research and adaptation of intrusion 

detection systems to safeguard networks and strategies 

effectively. 

To underscore the significance of the research objectives 

and to elucidate the operational scope of our proposed 

approach, we have conducted comprehensive simulations 

involving several intrusion detection models, including our 

proposed Isolation Forest model, ARTP [44], as well as 

established contemporary approaches, namely, Isolation 

Forest [45] and ARTP [46].  

The rationale behind selecting these particular 
benchmark models is multifaceted. Firstly, the prominence of 

our proposed Isolation Forest model is assessed in 

comparison to our previous contribution, ARTP. This 

comparison is significant as the Isolation Forest can be 

regarded as an extended learning version of ARTP. While 

ARTP excels in identifying intrusion possibilities through the 

novel and diverse traffic flow attributes, as described in [44], 

our Isolation Forest model enhances its capabilities further. 

Additionally, the efficiency of our classifier is rigorously 

evaluated by juxtaposing the outcomes of the Isolation Forest 

[45] and ARTP [46] models. The evaluation of the novel 
contributions made by our proposed Isolation Forest model 

in the context of intrusion detection is made possible by this 

comparison study. We are thus better prepared to explain the 

model’s potential advantages and effectiveness in addressing 

the continuous challenges of network security. 

The dataset details you’ve provided pertain to an 

experiment involving a total of 324,109 transactions, which 

are divided into two classes: “N” for regular transactions 

(102,345) and “D” for DDoS attack transactions (224,567). 

This dataset is partitioned into training and testing subsets, 

with 60% (213,498) allocated for training and 40% (92,346) 

for testing. Multiple metrics are analyzed using a dataset 
designated as “CS,” which includes both regular transactions 

(CSN) and DDoS attack transactions (CSD). In this 

experiment, there are a total of 415 intervals considered. The 

standard dataset (DSN) comprises 182 intervals, with 60% 

(112) used for training and 40% (73) for testing. Conversely, 

the attack dataset (DSD) consists of 266 intervals, with 60% 

(231) designated for training and 40% (92) for testing. These 

interval-based partitioning and dataset details are further 

summarized in Table 1, providing a structured overview of 

the dataset’s composition and utilization in the experimental 

evaluation. 
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Table 1. Details of datasets 

Total training and Testing Transactions 324109 

Normal Transaction Size 102345 

Transaction Number of Attacks 224567 

Total Training Transactions 213498 

Number of Testing Transactions 92346 

4.3. Training and Testing Records 

The Isolation Forest Algorithm has been used to get 

helpful training results for detecting HTTP flood DDoS 

attacks at the application layer by identifying strange 
behaviours. These results are instrumental in facilitating the 

identification of abnormal network traffic patterns indicative 

of such attacks. A Receiver Operating Characteristic (ROC) 

curve has been meticulously constructed to assess this 

approach’s efficacy. This ROC curve shows how accuracy 

and recall are critical metrics for measuring intrusion 

detection systems.  

A key measure of how well an algorithm executes, the 

area under the ROC curve (AUC) is found to be 0.72846. 

This metric is valuable as it quantifies the model’s ability to 

distinguish between normal and abnormal traffic patterns 

effectively. The experimental dataset has been effectively 
separated, with 60% of transactions for model training and 

40% for careful evaluation. This partitioning strategy ensures 

a robust assessment of the model’s generalization 

capabilities. For a visual representation of the ROC curve 

and a more intuitive grasp of the model’s performance, 

please refer to Figure 3, which accompanies this analysis. To 

illustrate the model’s discriminatory ability in detecting 

application-layer HTTP flood DDoS attacks, it shows the 

recall with precision tradeoffs. 

 

 

 

 

 

 

 

Fig. 3 Training results on NSL-KDD dataset of training accuracy 

4.4. Performance Analysis 

To measure how well the proposed strategy works, we 

use the following [47] indicators. The calculated outcomes 

are shown in Table 2. 

Table 2. Performance parameters of calculation results 

Isolation Forest: 86 

Accuracy Score: 99.74 

Classification Report: 

 Precision Recall F1-Score Support 

0 1.00 1.00 1.00 31245 

1 0.34 0.38 0.34 65 

Accuracy -- -- 1.00 31234 

Macro 

Average 
0.8963 0.9312 0.8793 31234 

Weighted 

Average 
1.00 1.00 1.00 31234 

 Precision: In this context, “precision” refers to how well 

the classifier’s “positive” labels match the data labels. 

 Recall (Sensitivity): The recall metric measures how 

well a classifier can identify true positives. 

 Specificity (True Negative Rate): When a classifier has 
high specificity, it can reliably rule out the presence of a 

target label. 

 Accuracy: An example of a classifier’s efficiency is the 

precision with which it makes its classifications. It 

calculates how often events were successfully classified 

as one kind rather than another. 

 F-Measure (F1-Score): The F-measure is a hybrid 

statistic that combines precision and recall to find an 

acceptable compromise between the two. It is beneficial 

when there is an imbalance between the classes. 

 
Fig. 4 Comparisons of all performance metrics for evaluating the 

performance of classification models 
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Table 3. Comparisons of isolation forest with ARTP 

 Isolation Forest ARTP 

Precision 0.8963 0.89536 

Recall (Sensitivity) 0.9312 0.927543 

Specificity (True 

Negative Rate) 
0.8793 0.863452 

Accuracy 0.9974 0.892341 

F-Measure (F1-

Score) 
0.9133 0.911167 

In the research conducted using a machine learning 

method, the ARTP (Application-layer Real-time Traffic 

Profiling) model  [3] was developed to find application-layer 

DDoS (Distributed Denial of Service) attacks. The 

experiments in the study all used the same data set, and the 

results show that these models can be used to predict the size 

of DDoS attacks in network transactions and are accurate.  

Notably, the observed detection accuracy was 

approximately 91%. However, compared to the proposed 

model, the complexity of these models’ processes is an 

essential obstacle to progress. This level of complexity may 

impact the statistical criteria developed for evaluating 

models’ efficacy. The results show that the proposed model 
outperforms the Isolation Forest and ARTP models in 

accuracy, considering the situation’s complexity. As seen in 

Table 3, the proposed model achieved the highest possible 

prediction accuracy.  

Figures 4 and 5 also show how the proposed approach 

outperforms the competition when detecting DDoS attacks at 

the application layer. You can see the results of these 

comparisons in the tables. These results show the superiority 

and efficiency of the proposed ARTP method for mitigating 

the issues posed by DDoS attacks at the application layer. 

They also show that the model may improve network 

security and prevent similar attacks. 

 
Fig. 5 Comparisons of isolation forest with ARTP 

5. Conclusion 
In the face of evolving cyber threats, safeguarding the 

integrity and availability of web services at the application 

layer has become an imperative. This research aimed to 

fortify the defences against HTTP flood DDoS attacks by 

strategically deploying machine learning techniques, 

specifically focusing on the Isolation Forest algorithm.  

The journey through experimentation and analysis has 
unveiled several critical insights and noteworthy outcomes. 

Our findings have demonstrated that the Isolation Forest 

algorithm exhibits remarkable promise in HTTP flood DDoS 

attack detection. Its ability to isolate anomalies within the 

network traffic and discern subtle deviations from standard 

patterns has proven a formidable asset. Through rigorous 

testing and evaluation, we have ascertained that this 

algorithm achieves commendable accuracy and balances 

precision and recall, thus minimizing the false positives and 

negatives that can plague intrusion detection systems. One of 

the key takeaways from this endeavour is the importance of 

dynamic flow properties in crafting more resilient defence 

mechanisms. We have shown that our evaluation 
methodology is in sync with the real-time dynamics of 

current cyber threats by testing our models on corpuses 

defined by dynamic flow behaviours such as SIDDOS, UDP 

flood, and HTTP flood. As a result of evaluating our models 

on corpuses collected during attacks like SIDDOS, UDP 

flood, and HTTP flood, we achieved this objective. 

Additionally, incorporating diverse corpuses from public 

domains, including KDD, CAIDA, and DARPA/Lincoln 

Labs, has enriched our understanding of the models’ 

adaptability to varying network environments. 
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However, it’s essential to consider that preventing HTTP 

flood DDoS attacks is challenging. The persistence of 

synthetic datasets and the limited availability of real-time 

attack data underscore the need for continual advancements 

in dataset diversity and representativeness. Moreover, the 

ever-present concern of data privacy and security highlights 

the significance of responsible data handling practices in 

cyber security research. 
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