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Abstract - The estimation of the depth of a scene has become a research niche due to the large number of applications that exist 

today. In a stereo vision system, disparity maps make it possible to obtain the depth of a scene from two rectified images. Stereo 

vision systems are sensitive to illumination, reflections, lens distortion, noise, camera alignment, etc.; therefore, in this work, 

we present an algorithm that allows us to improve the disparity map when the environment presents particles in suspension 

using stereo vision through infrared cameras. For this purpose, filters, matching, and dehazing algorithms are implemented. 
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1. Introduction  
Since the development of cameras, it has been proposed 

to provide machines with vision so that they can perform 

operations similar to those a human would do. Human beings 

have the ability to use, analyze and understand the three-

dimensional objects that surround them with great ease. This 

is due to the fact that they have two eyes (known as binocular 

vision), which gives the brain the ability to extract information 

about the depth of the scenes [1]. Currently, many sensors and 

techniques focus on 3D vision, such as using Time of Flight 

(ToF) sensors, Microsoft Kinects sensors, structured light 

projection, Laser Imaging Detection and Ranging (LIDAR) 

sensors, etc. The newest methods for 3D vision point to the 

use of monocular vision and artificial intelligence (AI); some 

of them can be found in [2], [3]. Despite the great advances 

and rapid growth in the field of AI, without a doubt, the most 

widely used technique in volumetric reconstruction has been 

stereo vision [4]. Stereo vision (SV) is inspired by the human 

vision system, which makes it possible to obtain the depth of 

a scene by analyzing two images of the same scene but taken 

from two different points. A previous step to obtain the point 

cloud of the scene under study is to obtain a disparity map. A 

disparity map represents the horizontal displacement of the 

pixels between the left and right image [5]. 

 

While ToF and Kinect devices are inexpensive and have 

attracted the attention of researchers, these sensors are subject 

to errors such as noise and ambiguity and are also subject to 

non-systematic errors such as motion dispersion and motion 

blur [5], [6]. Also, ToF devices perform satisfactorily within a 

range but are highly sensitive for use in outdoor environments, 

especially in brightly lit areas. For these reasons, SV systems 

are more reliable and robust for producing disparity maps for 

both indoor and outdoor environments [5]. However, the 

acquired images may contain too much noise in poorly 

controlled environments and produce poor image processing 

results. A solution to this problem is improving the hardware, 

which makes the solution very expensive [7]. Although 

algorithms have improved their accuracy and performance 

considerably, disparity prediction is still prone to erroneous or 

inaccurate estimates, especially in ambiguous regions [8]. In 

addition to the above, it can be said that a large part of the 

algorithms for obtaining disparity maps are applied to 

synthetic images or controlled environments. With the 

abovementioned foundations, the contribution of the paper 

highlights the obtaining of the disparity map in a dust-cloudy 

environment and the use of a stereoscopic system of infrared 

(IR) cameras to estimate the shape of the rocks that will later 

be applied in mining comminution processes. 

 

2. Related Works 
Algorithms for obtaining disparity maps show a constant 

development and improvement of their techniques in recent 

years, including seeking to achieve real-time applications such 

as autonomous driving, 3D games, and autonomous robotic 

navigation [5]. Next, new algorithms developed during the last 

year are discussed, which shows that it is an active research 

topic. 
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In [10], the authors define that the algorithms to obtain 

disparity maps have four parts: matching cost calculation, cost 

aggregation, disparity calculation, and disparity refinement. 

Some of the recent algorithms propose improvements in some 

of the mentioned steps to optimize the accuracy of disparity 

maps. 

 

The most recent algorithms point to the use of AI due to 

the satisfactory results it has had in the field of computer 

vision. Such is the case of [8], who make use of the disparity 

map produced by traditional algorithms, to create a confidence 

map on the raw disparities and then use a self-supervised Deep 

Neural Network (DNN), which predicts a map with more 

precise disparity. In [11], an algorithm capable of calculating 

a semi-dense disparity map is presented, which is then 

completed with the monocular signals from each camera. This 

method allows for handling both positive and negative 

disparities, which has applications in augmented reality or 

virtual reality. In [12], you can see an architecture using 

convolutional neural networks (CNN). In the first instance, 

they use a 2-D CNN to extract features from the left and right 

image, then form a 4-D feature map that subsequently enters a 

3-D CNN to produce the result without any post-processing of 

the disparity map. 

 

A post-processing technique for improving noisy 

disparity maps can be seen in [13]. The technique is based on 

discarding pixels assigned with huge disparities, then filtering 

the map and evaluating the colors of the original images using 

the support weighted window method with a modification. 

 

In [14], they propose to eliminate the expensive 3D 

convolution operation, and for this purpose, they introduce 

two modules to improve the cost aggregation process. The 

results of [14] are produced in just 62 milliseconds with 

excellent accuracy.  

 

On the other hand, some techniques don’t use AI to obtain 

disparity maps, such as the case of [15,17,18]. 

 

In [15], propose a method to improve the resolution of 

disparity maps based on dual dynamic programming. The 

method consists of obtaining two disparity maps (using both 

images as reference), applying a vertical smoothing technique, 

and then integrating both disparity maps. The work proposed 

in [17] uses the four steps described by [10]; they use Census 

transform for cost calculation, segment tree for cost 

aggregation, winner-takes-all (WTA) strategy for disparity 

calculation, and weighted median filter for disparity 

refinement. On the other hand, the authors of [18]propose an 

improvement to the AD-Census algorithm, which reduces the 

noise that the traditional Census transform is affected, 

improving the contours of the objects within the disparity map. 

 

Regarding stereo image matching in cloudy environments 

with low visibility, three types of solutions can be found [19]: 

1. Those who consider the fog as noise and discard it to carry 

out the stereo-matching process later (either through a 

dehazing algorithm or using specific hardware)  
 

2. Those methods seek to create algorithms robust to noise. 
 

 

3. Those methods use fog to aid stereo matching. 

 

As part of the first solution, some recent works can be 

found, such as [20] and [21].  In [20], they propose GCANet, 

a network which makes use of dilated convolution to add 

context information without sacrificing resolution. In [21], the 

U-Net [20] architecture is used to propose a dense feature 

fusion module, together with a Strengthen-Operate-Subtract 

(SOS) [24] reinforcement strategy, to achieve image 

restoration.  

 

Regarding the second solutions can find [25] and [26]. In 

[25], disparity maps are produced using confidence measures 

for general outdoor environments. On the other hand, [26] 

proposes an algorithm that allows deep stereo methods to 

adapt to the environment in an unsupervised manner. Finally, 

the third type solution is [19], which proposes collecting 

information about the fog volume and then generating the 

image restoration by rendering.  

 

A review of various methods to improve images in 

environments affected by adverse conditions can be found in 

[27] and [28]. 

 

3. Proposed Work 
The proposed work consists of capturing photographs in 

dust-cloudy environments and obtaining the disparity map 

using low-cost elements. In this work, we have chosen not to 

use AI because there are no rock databases for training AI 

models; in addition, the rocks to be treated are amorphous 

solids that do not follow any pattern, so machine vision 

algorithms are used. The technique employed consists of the 

first type of algorithms, i.e., removing the cloud from each 

image using the Fast Dark Channel Prior algorithm (proposed 

in [29]), then applying filters and finally applying the Semi-

Global Block Matching (SGBM) algorithm, followed by the 

weighted least squares (WLS) filter. The algorithm used can 

be visualized in Figure 1. 

 

The experiment developed consists of a closed system of 

120x50x30 centimeters (cm), with two security cameras at the 

top with night vision of the YI IoT brand, which was 

intervened always to operate the infrared camera. The 

resolution of the images captured by the cameras is 360x640 

pixels (px). On the side, there is a tube that allows the entry of 

particulate material and airflow. When the airflow encounters 

the particulate material, it produces a dust cloud that reduces 

the visibility of the cameras. A graphic representation of the 

model under study is shown in Figure 2.
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Fig. 1 Flowchart for obtaining the disparity map 
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Fig. 2 Proposed experiment 

 

The images without suspended particles and without 

rectification can be seen in Figure 3. Once the blower is turned 

on, the dust cloud is lifted, and after 10 seconds, the 

photograph is captured and shown in Figure 4.  

It is possible to obtain an initial disparity map (after 

rectification) for both cases of Figure 3 and Figure 4. Figure 5 

and Figure 6 show the result of applying the SGBM algorithm, 

with a block size of 11x11 pixels, considering a maximum 

disparity of 150 px. A poor and discontinuous disparity map 

can be appreciated. The results of the proposed algorithm will 

be shown in the next section. 

 

 
Fig. 5 Disparity map obtained by the SGBM algorithm for an 

environment without suspended particles 

 

 
Fig. 6 Disparity map obtained by the SGBM algorithm for an 

environment with suspended particles 

 
 

 
Fig. 3 Input images without suspended particles 

 
Fig. 4 Input images with suspended particles
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Fig. 7 Disparity map obtained with the proposed algorithm 

 

 
Fig. 8 Disparity map GT 

 

4. Results and Discussion 
Figure 7 shows the result of the proposed algorithm when 

the environment is subjected to a cloud of dust. At first glance, 

you can see a great improvement in the disparity map 

compared to Figure 5 and Figure 6. 
 

In search to obtain a quantitative evaluation of the disparity 

map obtained, the algorithm proposed in Figure 1 has been 

implemented to the images without suspended particles in 

Figure 3, obtaining; as a result, the disparity map of Figure 8, 

which will be considered as ground truth (GT) of the 

algorithm. Based on the GT, the comparison metrics can be 

seen in Table I.  

 

It is possible to appreciate that all the metrics of the 

proposed algorithm far exceed the SGBM algorithm. On the 

other hand, Figures 9 and 10 present the information in Table 

I graphically to visualize the large difference between the 

metrics.  
 

Table 1. Comparison metrics for the proposed algorithm 

Metrics Proposed Algorithm SGBM 

RMS Error 0.1136 0.22 

BMP 0.067 0.659 

Mean Absolute Error 5.58 52.32 

Mean square error 17.027 165.34 

PSNR 16.588 10.45 

SSIM 0.909 0.305 

 

 
Fig. 9 Graphical comparison of BMP, RMS, and SSIM metrics 

 
Fig. 10 Graphical comparison of MAE, MSE and PSNR metrics 

 

An important parameter when running the SGBM 

algorithm is the size of the matching window. This parameter 

is vital to achieve good results. This is why a test of the 

dynamics of the error metrics as a function of the size of the 

matching window has been developed. Figure 11 shows the 

evolution of the metrics Root Mean Square (RMS) error, Bad 

Matching Pixels (BMP), and Structural Similarity Index 

Measure (SSIM). From the graph, it can be seen that there is 

an optimum point for the SSIM, while BMP increases as the 

window increases. 
 

On the other hand, the RMS error suffers unpredictable 

variations. The present work has focused on optimizing SSIM 

since many of the metrics presented in Table 1 are easy to 

interpret but are not closely related to the visual quality 

perceived by humans [16]. In addition, SSIM does not require 

a threshold like BMP, which transforms BMP into a subjective 

metric. According to Figure 11, the maximum SSIM is 

achieved with an 11x11 pixel window, which was applied to 

achieve the result of Figure 7. 
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Fig. 11 Graph of the variation of the metrics as a function of the block 

size of the SGBM algorithm 

 

5. Conclusion 
From the development of the work, it is possible to 

conclude that: 

• It is possible to improve the disparity map in an 

environment with suspended particles through filtering and 

dehazing techniques. 

• A dehazing algorithm can be applied to remove the effect 

of dust from photos. 

• The dehazing algorithm depends on the dispersion 

coefficient of the atmosphere; the higher the value of the 

coefficient, the greater the haze removal effect, but the 

darker the resulting image, so other image processing 

algorithms must be applied.  

• Despite having identical cameras from the same supplier, 

they do not capture images with the same quality, this is 

because the cameras used are low-cost and do not have 

some degree of protection, so it is possible that during the 

execution of the experiments, dust may have infiltrated 

inside the cameras. 
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