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Abstract - Amidst the ongoing advancements in artificial intelligence, a particularly fascinating and alarming progress is the 

rise of deepfake speech. The emergence of deepfake technology poses a substantial risk to national security, democratic systems, 

society as a whole and individual privacy. Consequently, it is imperative to create better methods for identifying and mitigating 

possible deepfake threats. Audio counterfeiting detection is a rapidly developing and important subject. A growing amount of 

literature is focused on studying deepfake detection computations, which have demonstrated successful results. However, it is 

important to note that the issue is still far from being completely settled. As synthetic voice generation technology improves, 

audio deepfake is growing as perhaps the most widespread form of deception. Therefore, the task of differentiating between 

counterfeit and authentic audio recordings is growing increasingly difficult. Hence, the significance of a system capable of 

promptly identifying genuine or deceptive audio cannot be exaggerated. In this paper, the evaluation of audio-based deepfake 

identification methods has been surveyed, and their comparative analysis is being done based on the dataset usage, metrics for 

evaluation like AUC, EER, a language considered for the dataset taken and the factors such as MFCC, and CQCC. Moreover, 

the open challenges and future research directions have been highlighted. 

Keywords - Audio, Deepfake, ASV spoof, GAN, Deep Learning, CNN, RNN, ResNet. 

1. Introduction 
Due to the increasing accessibility of technology, a 

substantial number of deepfake videos are being disseminated 

via social media platforms. Deepfake is a term used to 

describe digitally altered media, like pictures or videos, in 

which a person's appearance has been substituted with the 

resemblance of someone else. Deepfake is an overly 

concerning problem growing in significance within 

contemporary society. The technique known as deepfake has 

been commonly employed to superimpose the faces of well-

known stars from Hollywood onto explicit images and videos. 

Deepfake technology has been employed to generate 

deceptive information and spread rumours concerning 

politicians [1-4]. Furthermore, deepfakes were previously 

utilized in the context of the 2020 US campaign to alter videos 

of Joe Biden, specifically altering footage to depict him with 

his tongue protruding. The detrimental applications of 

deepfakes can significantly impact our society and contribute 

to disseminating misleading information, particularly on 

social media platforms. Generative Adversarial Networks 

(GANs) are advanced Deep Learning (DL) models that are 

enforced to produce counterfeit videos and pictures that are 

challenging for humans to differentiate from genuine ones. 

These models are practised for training on a dataset and 

subsequently generate counterfeit pictures and videos.  

The larger the size of the data set, the model may generate 

the higher number of credible images and videos. Audio 

deepfakes, notably those incorporating human speech, pose a 

significant threat due to modern society's widespread use of 

speech as a biometric identifier [5]. The voice-based systems 

are vulnerable to audio spoofing attacks. The associated 

methodologies may encompass audio playback, artificial 

speech synthesis, voice transformation, and so forth. Disguise-

based methods are frequently used in voice-based crimes, 

including vishing, which involves attempting to bypass voice 

authentication systems and making fraudulent calls. Using 

voice disguises a significant danger to autonomous voice 

biometric platforms [6, 7]. Advancements in voice conversion 

techniques and text-to-speech software have made it easier to 

synthesize human speech. This paves the way for a future 

where audio will be just as important as video in detecting 

deepfakes [8-11]. In voice forensics and artificial intelligence 

domains, multiple automated identification methods have 

been developed for identifying deepfakes [12, 13]. 

Nevertheless, there is a noticeable lack of experiments 

conducted on humans in comparison to machines’ ability to 

understand altered audio, particularly controlled speech. The 

freshly matured voice biometrics technique has limitations, 

including the utilization of tools to imitate voices. Identifying 

these artificial voices could make the proof valid in a court of 
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legislation;. At the same time, the technically rigorous 

methods employ established procedures and demonstrate their 

ability to conduct research accurately and gain recognition 

from the academic community, the court will probably 

recognize them. There is a fundamental deficiency in the 

procedures and methods used to accurately detect voice deep 

fakes [14]. While deepfake videos have received significant 

attention, identifying audio deepfakes has gained 

comparatively little consideration. Recently, voice 

manipulation has advanced significantly. Synthetic voices 

pose a risk not only to robotic verification of the speaker’s 

infrastructure but additionally to voice-assisted equipment 

used with the Internet of Things (IoT) [15].  

Also, there was a reported case where bank robbers 

copied a speech made by a company executive to deceive 

other employees into sending large sums of money to a hidden 

account [16]. The coming ten years of deepfake detection are 

expected to bring a distinct challenge in the form of voice 

cloning. Hence, it is crucial to not only concentrate on 

identifying video signal tampering but also to scrutinize audio 

forgeries, which is lacking in current approaches. The 

discussion on deepfake identification approaches is 

constrained and does not include a discussion on audio 

deepfakes. The detection of audio deepfake has thus become 

a highly researched field, with the emergence of sophisticated 

techniques and DL methods. The paper categorization has 

been done accordingly. Section 2nd covers the audio deepfake 

identification process. Literature work about the DL-based 

methods in the realm of audio deepfakes has been showcased 

in the 3rd section. The comparative analysis of literature based 

on factors of importance has been executed under the 4th 

section. The open research issues have been highlighted under 

section 5th. At last, the conclusion is given in the section 6th. 

1.1. Voice Deep Fake Identification Process 

Despite a time when technology increasingly blurs the 

distinction between actuality and deception, deepfakes have 

emerged as a growing concern. The significance of detecting 

deepfakes has increased, particularly in sectors that require 

customer identity verification. The possible exploitation of 

deepfake audio highlights the crucial importance of 

identification in upholding security and trust. Audio-based 

deepfakes are additionally employed to produce authentic-

sounding audio recordings of individuals speaking in various 

languages and fabricated recorded dialogues with the intention 

of manipulating public discussions. Since this technology 

could cause harm, we must recognize its risks and take 

precautions to prevent exploitation of society. An audio 

deepfake, sometimes also referred to as “synthetic voice”, is a 

voice that is being generated, and it maps very accurately with 

someone’s real voice. It copies the person’s linguistic patterns, 

pronunciation, the flow of speaking, and other vocal 

characteristics to create a similar one to the normal voice, 

which is hard to discover. Audio or voice deepfakes are 

normally created with the help of ML algorithms like 

Generative Adversarial Networks (GANs). The usage cases of 

audio-based deepfake are quite enormous, and it covers 

numerous application areas like the media industry and social 

media. It is likewise used in various illegal activities such as 

impersonation, money deception, etc. 

To ensure the identification or recognition of audio 

deepfakes, there is a need for methods that comprise ML 

models, forensic methods for audio, and further analysis of the 

behavioural aspects of individuals to separate the original and 

the fake audio recordings. Thus, selecting the best and the 

right ML method is particularly important for accurate audio 

deepfake identification. The main ML or DL models used in 

deepfake identification for the audio samples are 

Convolutional Neural Networks (CNNs), Recurrent Neural 

Networks (RNNs), and hybrid ones. The utilization of pre-

trained models for audio classification is very fruitful in the 

initial stages. Also, incorporating techniques of signal 

processing and statistical analysis based to identify deviations 

in audio samples, like spectral characteristics, can add more 

advantages to the process of deepfake identification. Feature 

extraction is also essential for differentiating original audio 

against curated audio. The modelling process used for the 

identification can utilize either Mel-frequency Cepstral 

Coefficients (MFCCs), spectrogram images, or a hybrid of 

both as input features.  

The original audio samples have different and unique 

background noise patterns, but the curated or deepfake 

patterns have few variations or problems, such as no 

background noise or any additional noise aspects combined. 

The software used for the audio deepfake identification: “The 

deepfake detection” software uses the spectral characteristics 

of an audio signal to identify any anomalies based on the 

mixing of the signals. Using the deepfake for audio generation 

poses a few issues pertaining to frequency ranges, pitch of 

person and fluency, which leads to the identification using 

advanced technologies by the experts. 

2. Related Work 
The term audio deepfakes is often used to refer to the act 

of artificially creating sounds using sophisticated ML and DL 

methods that mimic real audio. There is a need to have a 

comprehensive knowledge of how these are developed to 

identify an audio deepfake with more precision. The reason 

for this is that there has been an increased number of cases of 

fake audio being used more frequently in fraudulent activities. 

In this context, we highlight some key advancements made 

around detecting audio deepfakes. This work [17] presents a 

Quadratic Support Vector Machine (Q-SVM) algorithm for 

differentiating between unnatural and real audio. The authors 

used the binary categorization technique to group the sounds 

into two types: natural sounds generated by nature and 

artificial sounds created by humans. On Q-SVM, other 

techniques were surpassed in terms of an accuracy of 97.56% 

and a misclassification rate of 2.43%. In this project, authors 
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developed a Random Forest (RF) assisted Support Vector 

Machine (SVM) method that exploits distinctive 

characteristics of synthetic speech for predicting them in 

advance [18]. They trained their models using data from the 

2019 ASV spoof challenge dataset [19]. 

The significance of removing the features in ML models 

manually and doing adequate preprocessing before training to 

achieve the best performance has been emphasized by some 

scholars. However, this method is cumbersome and can lead 

to inconsistencies that cause scientists to develop advanced 

DL methods. To tackle this issue, authors in [20] devised a 

pioneering method for identifying synthetic audio using two 

CNN models, namely Efficient-CNN and RES-Efficient-

CNN. In [21], authors created a categorization model called 

Deep4SNet, which utilized a 2D CNN model to distinguish 

between real and synthetic audio in an audio dataset. The 

Deep4SNet model demonstrated a detection accuracy of 

98.5% when identifying copy and artificial audio. Later [22], 

the authors conducted a comparison between CNN and the 

random method in terms of their performance when 

recognizing fake audio signals. In another study conducted 

[23], authors evaluated the effectiveness of CNN and 

Bidirectional LSTM models with ML models. This approach 

was focused on addressing the artificial nature of the dataset 

term AR-DAD [24] through imitation. The researchers 

evaluated the efficacy of CNN and LSTM models in 

discriminating genuine voices from imitators. While the CNN 

method had lower accuracy than the ML models, it improved 

at identifying false correlations. 

In [25] authors provided a one-dimensional CNN and 

Siamese CNN for the need to identify counterfeit audio. For 

the 1-D CNN, the model’s input consisted of speech log 

possibilities. The Siamese CNN consisted of two similar 

CNNs, like the 1-D CNN. However, they were combined 

using an entirely connected layer that included a SoftMax 

layer. Both models were evaluated on the ASV dataset, and it 

was found that the suggested Siamese CNN executed better 

than the GMM and 1-D CNN. Specifically, the Siamese CNN 

improved the Equal Error Rate (EER) by 55% when utilizing 

the LFCC features [26]. Nevertheless, using Constant Q 

Cepstral Coefficients (CQCC) features resulted in a slight 

decrease in performance. Additionally, it was discovered that 

the model lacks sufficient robustness and only functions 

effectively with a particular feature type. 

In a separate study, the authors introduced a different 

CNN architecture in reference [27]. This model involved 

converting the audio data into scatter plots, which were then 

used as input for the CNN framework. The suggested model 

has been trained on the Fake or Real (FoR) dataset [28]. 

Although the suggested model was trained using data from 

different generation computations to address the 

generalization problem of DL-based techniques, it failed to 

meet the efficacy criteria for other models reported in the 

existing works. The accuracy, which was measured at 88%, 

and the EER, which was measured at 11%, were both inferior 

to the performance of the other DL models that were evaluated 

in the experiment. Therefore, it is necessary to enhance the 

model and incorporate additional data transformers. 

In [29], authors created a Deep Neural Network (DNN) 

method called Deep-Sonar to analyze the neuron behaviours 

of Speaker Recognition (SR) systems when exposed to 

artificially generated fake audio produced by Artificial 

Intelligence (AI). Nevertheless, the performance of 

DeepSonar was significantly impacted by ambient noise in 

real-world conditions. Another work by authors [30] 

employed DNNs to compare between fake and truthful voices. 

Remarkably, this collectiveness leads to an impressive 94% 

preciseness in identifying audio produced by AI tools. 

However, the DNN fails to include a significant amount of 

artifact information when considering the feature 

representation. 

In [31], the authors introduced a novel framework that 

combines Transfer Learning (TL) and the ResNet-34 

technique to detect manipulated English-based voices. The TL 

model underwent pretraining on the CNN network. In an 

analogous way, the authors in [32] examined feature and 

image-based methods for categorizing artificially generated 

fake audio. This work utilized two novel DL models, namely 

the Temporal Convolutional Network (TCN) and the Spatial 

Transformer Network (STN). The TCN model shows an 

elevated level of success in accurately differentiating between 

counterfeit and authentic audio, achieving an impressive 

accuracy of 92%, whereas the STN model achieved a lower 

accuracy of 80%. Khalid and his colleagues introduced a novel 

dataset called FakeAVCeleb [33], specifically designed for 

Deepfake research [34]. The researchers examined unimodal 

techniques that incorporated five classifiers to assess their 

effectiveness in identification. The researchers determined 

that all the single-mode classifiers were ineffective in 

detecting counterfeit audio. In [35], the authors emphasize the 

necessity of creating a system for identification that relies on 

residual CNN.  

Another method proposed by authors in [36] utilizes 

variations of the Squeeze-Excitation Network (SENet) and 

ResNet to combat spoofing. The ASV dataset is being used to 

assess the model, revealing that the method achieved a relative 

improvement of over 17% in fake audio. Nevertheless, the 

model demonstrated a t-DCF cost and EER of zero when 

evaluated under a logical access scenario, suggesting a 

significant issue of overfitting. In [37], the authors introduced 

an SSAD model inspired by the PASE+ method. The dataset 

was assessed and achieved an EER of 5.31%. Although the 

SSAD demonstrated satisfactory efficiency and scalability, its 

effectiveness was comparatively inferior to other DL methods. 

The primary cause for concern in deepfake is that it uses GAN 

to produce artificial audio that mimics real individuals. Due to 
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the multitude of methods for producing artificial speech, the 

task of identifying synthetic speech is exceedingly 

challenging. However, it is possible to generate synthetic 

speech by employing simple cut-and-paste techniques that 

achieve waveform concatenation, a process that is frequently 

available in the form of open-source toolkits. Additionally, it 

can be generated utilizing the source or bandpass filter model 

of the voice stream [38]. Recently, numerous presentations 

have been made on approaches based on CNNs for generating 

synthetic audio. These yield highly authentic outcomes that 

are challenging to differentiate from actual speech for human 

listeners and automated systems. The audio anti-spoofing 

investigation team has focused on the broader subject of 

detecting artificial language synthesis. In [39], the authors 

introduced a lip-oriented visual speaker verification method to 

safeguard against both human-oriented and deepfake risks. 

This method can effectively identify deepfake attacks, even if 

the attacker has a prior idea of the video creation mechanism. 

The reason for this is that the attacker has insufficient 

knowledge of the victim to mimic his/her speech patterns 

correctly in a spontaneous speech. It is also found that their 

method has the capability of detecting and rejecting various 

manipulation methods, which can produce the highest number 

of deepfake efforts. Moreover, they also present a learning-

based approach for genuine and deceptive deepfake content 

detection [40]. Furthermore, they analyze both modalities in a 

video, relevant cues related to the emotion expressed, to 

decide whether it is fake or genuine. Lastly, researchers verify 

their model by measuring its performance with the Area Under 

the Curve (AUC) metric. This distinguishing method employs 

both audio and video techniques, along with extracted 

emotions from these modalities using them for identifying 

deepfakes. The training and validation process follows a 

procedure introduced by the authors [30], who developed 

models yielding high accuracy rates. The speech-denoising 

element utilizes Multilayer-Perceptron and CNN architectures 

to clean and preprocess audio effectively. These architectures 

achieve accuracy rates of 93% and 94%, respectively. The task 

of converting text using Natural Language Processing (NLP) 

achieved an accuracy of 93%. Speaker tagging was performed 

using the RNN model, which achieved an accuracy of 80%. 

The last component employs a CNN structure to accurately 

distinguish between genuine and counterfeit sounds. In [41], 

the authors introduce a revised version of the ResNet model 

called Res2Net. The model is assessed by employing various 

acoustic features, and the most optimal performance is 

achieved using CQT features. This model demonstrates 

superior performance in detecting audio manipulation, 

although its ability to generalize needs further enhancement. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

Fig. 1 Categorization of reviewed literature work for audio-based deepfake identification
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In [42], the GMM and LCNN classifiers have been 

trained to identify forged speech using CQCC. In [43], the 

authors present a technique for identifying altered speech. 

Firstly, a signal compounding method is employed to enhance 

the variety of the training data through data augmentation. The 

technique enhances the precision of identifying counterfeit 

audio but necessitates a substantial amount of training data.  

In their study [44], the authors proposed a framework that 

introduces a knowledge distillation loss function to improve 

the model’s learning capability. This method is highly efficient 

in terms of computational resources and can identify 

previously unseen fraudulent alterations. However, its 

performance has not been assessed on samples with a 

prominent noise level. In [45], bi-spectral analysis is 

conducted to detect distinct and atypical spectral correlations 

found in speech samples created by GANs. 

In [46], authors suggest an approach for detecting 

synthetic speech by utilizing inconsistencies. The researchers 

utilize a worldwide 2D-DCT characteristic to train a residual 

network for the purpose of identifying manipulated speech. 

This model exhibits superior generalization capability; 

however, its performance deteriorates when exposed to noisy 

samples. In [47], the authors present a model that uses an 

ensemble approach to detect synthetic speech.  

DL models such as LCNNs and ResNets are employed to 

calculate deep features. These features are subsequently 

combined to distinguish between genuine and fake voices. The 

suggested model resists fake speech identification but must be 

evaluated using standard datasets. In [48], the authors 

introduce a DL-based framework designed to detect audio 

deepfakes. This work enhances the performance of detecting 

fake audio but is hindered by its significant computational 

burden.  

In [49], the authors propose a method for detecting audio 

spoofing. They look at energy levels and short-term zero-

crossing rates to find the silent spots in each audio signal. This 

approach [49] prevents over-fitting but requires significant 

computational resources. The aggregate grouping of the 

research work has been presented in Figure 1. This represents 

how many papers are initially identified and then the 

remaining ones that are decisively preferred to be included in 

this work. 

2.1. Comparative Evaluation  

This section covers the evaluation and analysis of 

literature work pertaining to the voice-oriented deepfake 

highlighted in the above section based on factors depicted in 

Tables 1 to 3 to reflect the main inferences drawn from the 

same. Table 1 demonstrates that effectiveness is more 

significantly influenced by the technique type instead of the 

feature utilized. Nevertheless, the ability to scale ML methods 

is not guaranteed, particularly when dealing with a substantial 

amount of audio files, because of the intensive training and 

manually extracted features involved.  

Conversely, the utilization of DL algorithms necessitated 

specific modifications to the audio files to guarantee their 

compatibility with the algorithms. Several speech processing 

factors, like MFCCs, are being used extensively. The outcome 

of implementing the MFCC is a matrix that comprises feature 

vectors derived from each frame. Most of the research has 

focused on evaluating audio content in the English language. 

Similarly, Table 2 describes the datasets used primarily for the 

audio deepfake identification. The discussed techniques for 

identification employ models that require initial training on a 

data sample. Various datasets were documented in the 

literature, accompanied by the corresponding identification 

technique, whereas other studies prioritized clarifying the data 

they used and its inherent features. 

Table 1. Comparative evaluation of audio deepfake identification methods based on techniques used and factors 

Reference Work Language Type English CNN Based ML Based CQCC MFCC 

[17] ✓ ✕ ✓ ✕ ✓ 

[18] ✓ ✕ ✓ ✕ ✕ 

[20] ✓ ✓ ✕ ✕ ✕ 

[21] ✓ ✕ ✕ ✕ ✕ 

[22] ✓ ✓ ✕ ✕ ✕ 

[23] ✕ ✕ ✕ ✕ ✕ 

[25] ✕ ✓ ✓ ✕ ✓ 

[29] ✓ ✕ ✕ ✕ ✓ 

[31] ✓ ✕ ✕ ✕ ✕ 

[33] ✓ ✕ ✕ ✕ ✓ 

[36] ✓ ✕ ✕ ✓ ✕ 

[37] ✓ ✕ ✕ ✓ ✕ 
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Table 2. Comparative evaluation of audio deepfake identification methods based on dataset usage 

Reference Work Language Type English CNN Based ASV Dataset FoR Dataset Other Dataset 

[24] ✕ ✕ ✕ ✕ ✓ 

[28] ✓ ✕ ✕ ✓ ✕ 

[34] ✓ ✓ ✓ ✕ ✓ 

[18] ✓ ✕ ✓ ✕ ✕ 

[39] ✓ ✓ ✕ ✕ ✓ 

[40] ✓ ✕ ✕ ✕ ✓ 

[30] ✓ ✓ ✕ ✓ ✕ 

Table 3. Comparative evaluation of audio deepfake identification methods based on metrics 

Reference Work ResNet CNN Based CQCC MFCC EER AUC ASV Dataset 

[15] ✕ ✕ ✕ ✓ ✓ ✕ ✓ 

[17] ✕ ✕ ✕ ✕ ✕ ✕ ✕ 

[31] ✓ ✕ ✕ ✕ ✓ ✕ ✓ 

[41] ✓ ✕ ✕ ✕ ✓ ✕ ✓ 

[42] ✕ ✕ ✓ ✕ ✓ ✕ ✓ 

[43] ✕ ✓ ✕ ✕ ✓ ✕ ✓ 

[44] ✕ ✓ ✕ ✕ ✓ ✕ ✓ 

[45] ✕ ✕ ✕ ✕ ✕ ✓ ✕ 

[46] ✓ ✕ ✕ ✕ ✓ ✕ ✓ 

[47] ✓ ✓ ✕ ✕ ✓ ✕ ✓ 

[48] ✓ ✕ ✕ ✕ ✓ ✕ ✓ 
 

 

From Table 2, it can be inferred that most datasets have 

been specifically created for the English language. The 

researchers primarily utilize the ASV and FoR datasets to 

identify audio deepfakes in most cases. Also, English 

language-based data is evaluated for deepfake identification in 

all cases. Table 3 highlights the evaluation of techniques based 

on metrics like AUC EER along with the other factors such as 

the dataset used, technique employed and the factors 

considered.  

It is being inferred from Table 3 that whether the 

technique used is Resnet or CNN-based for audio deepfake 

identification, the metric that is being considered for the 

evaluation is EER. While AUC is being used in a very nominal 

manner also, most of the works have considered the ASV 

dataset for the evaluation. Moreover, less attention was paid 

to the CQCC and MFCC parameters during the analysis.  

3. Open Challenges and Future Works 
The emergence of deepfake technology has been 

recognized as a pressing threat that requires immediate action. 

In this scenario, the task of identifying deepfakes remains a 

significant obstacle. The current detection techniques 

primarily rely on ML and DL algorithms, utilizing features 

gathered from deepfake images and videos. Nevertheless, the 

precision and resilience of deepfake identification techniques 

remain inadequate. Here, we have defined the main challenges 

and futuristic aspects to work on in the field of audio 

deepfakes. 

3.1. Advancing Technologies 

Both the methods for creating deepfakes and the methods 

for detecting them are constantly evolving. Nevertheless, the 

existing detection methods still fall short in terms of accuracy. 

Additionally, the technology used to generate deepfakes is 

continuously advancing. Additionally, the existing methods 

for detecting deepfakes are not amazingly effective. 

3.2. Datasets Quality 

Most current methods for detecting deepfakes rely on DL 

algorithms, which necessitate large training datasets. 

Enhancing the quantity and quality of datasets can result in 

more accurate detection outcomes. A large amount of data is 

necessary to effectively detect deepfakes, both for training the 

detection models and evaluating their performance. 

Nevertheless, the accessibility of high-quality deepfake 

images and videos is currently restricted. These datasets 

typically lack diversity and an inadequate number of 

scenarios, rendering them unsuitable for detecting deepfakes 

in real-world scenarios. Additionally, the task of creating a 

comprehensive dataset that encompasses a wide range of 

instances for the explicit purpose of detecting deepfakes is 

demanding, primarily because of the potential privacy issues 

that may arise. 
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3.3. Lack of Standard for Evaluation of Models 
 Although evaluations of current deepfake identification 

methods have been conducted, there currently exists no widely 

recognized and consistent criterion for detecting deepfakes. 

Existing deepfake datasets exhibit variations in resolution, 

duration, and a dearth of diversity. Thus, it is crucial to possess 

standardized benchmark datasets to ensure precise 

identification of deep fake content. Furthermore, it is crucial 

to implement automated benchmark test methodologies to 

assess the efficacy of both deepfake generation and detection 

techniques. 

3.4. Gathering Audio Datasets in Natural Environments 

Most audio deepfake identification datasets are not 

obtained from real-life situations, which results in a lack of 

alignment with authentic utterances captured or generated 

under actual circumstances. The statements’ actual 

circumstances may be unfavourable and exhibit a wider range 

of variation than the simulated circumstances.  

3.5. Creating Extensive Multilingual Datasets 

The prior datasets primarily consist of single-language 

data, with the majority being English deepfake audio datasets, 

along with a few others in Chinese or Japanese. The detection 

techniques may be influenced by the language used. However, 

it is imperative to develop detection systems that are not 

reliant on any specific language in practical applications. To 

enhance the reliability of counterfeit detection systems in 

various languages, it is necessary to assess the effectiveness of 

counterfeit detection models in situations involving multiple 

languages and a combination of languages within a single 

context. 

3.6. Enhancing the Capacity for Generalization and 

Resilience of Detection Models 

Despite previous research efforts in audio counterfeiting 

detection that have yielded promising results, the current 

detection models still exhibit inadequate generalization and 

robustness. However, their performance significantly 

deteriorates when evaluated on a dataset, including fake 

attacks, acoustic circumstances, or languages not encountered 

during training.  

3.7. Enhancing the Comprehensibility of Detection 

Outcomes 

Most current studies concentrate on differentiating 

counterfeit audio from genuine audio. Nevertheless, there is 

also a desire to exceed the limitations of binary classification 

that distinguishes between real and fake and instead accurately 

identify the specific sections of a partially manipulated speech 

that are fake and determine the origin of the fake audio. 

Furthermore, it is imperative to have the ability to comprehend 

the detection outcomes in real-world scenarios, such as audio 

forensics and attribution. 

4. Future Works 
Due to advancements in deepfake generation techniques, 

the presence of biometric features such as eye blinking may 

offer limited assistance in detecting deepfakes. Future 

advancements in deepfake detection will focus on creating 

systematic approaches that integrate multimodal signals from 

manipulated images and videos. These methods aim to 

achieve improved performance and durability.   

The utilization of novel DL algorithms in the creation of 

deepfake content has significantly enhanced the quality of 

both images and videos. Conventional methods for detecting 

deepfakes are not adequately dependable or efficient, 

particularly when identifying deepfake videos. Developing 

strong deepfake detection techniques that can withstand 

adversarial attacks is imperative.  

Another avenue to explore for deepfake detection is the 

utilization of datasets. Deepfake video recognition is more 

complex and requires more attention than deepfake image 

detection. DL models rely on large-scale datasets for effective 

detection methods. Significant improvements in the detection 

accuracy of deepfake media can only be achieved through the 

utilization of sufficient training data to extract significant 

characteristics. 

5. Conclusion 
The ease with which people can share pictures and videos 

on social networking sites has helped deepfake technology 

become more popular. This is particularly crucial in the 

present era as the accessibility of deepfake creation tools is 

increasing, and social media platforms readily facilitate the 

distribution and sharing of such fabricated content. However, 

when audio-based deepfake is considered, the work is not very 

elaborate. In this paper, a comparative evaluation of audio-

based deepfake works by researchers has been analyzed based 

on the datasets used, metrics for the evaluation, the language 

used for the analysis and the techniques employed by them.  

The researchers primarily utilize the ASV spoof and FoR 

datasets to identify audio deepfakes in most cases. Also, 

English language-based data is evaluated for deepfake 

identification in almost all cases. It can be concluded that EER 

is the measure used to judge whether the method used to find 

audio deepfakes is Resnet-based or CNN-based. At the same 

time, AUC is only used in a basic way. Most of the works have 

also used the ASV dataset for evaluation. On top of that, the 

CQCC and MFCC parameters got less attention during the 

analysis. Based on this investigation, it is evident that 

additional progress is required in the field of fake audio 

identification to devise a technique capable of identifying 

artificiality in various dialects or practical background noises 

in the future.
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