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 Abstract - In our digital world, it is vital to know the opinion of the masses on social network sites. The study has presented a 

new framework to merge the advantages of deep learning and swarm intelligence, PSAM (Particle Swarm-Accelerated Model). 

It combines Long Short-Term Memory (LSTM) to perform a good sentiment classification and Particle Swarm Optimization 

(PSO) to perform good feature selection and hyperparameter optimization. The model has been used to label the YouTube reviews 

of the film Housefull 5 by classifying these sentiments as positive, negative or neutral with an impressive accuracy of 95.2 percent. 

The sentiment analysis pipeline starts with the extraction of comments through the YouTube API, and their pre-processing 

consists of removing punctuation, removing low-frequency words, normalising colloquial vocabulary, and emoji analysis. PSO 

has been essential in ensuring that the relevance of subsets has been determined and that feature reduction enhances the 

performance of the LSTM model tremendously. Comparing it with the conventional algorithms like Naïve Bayes, SVM, CNN and 

Random Forest, PSAM gives desirable results in all the major criteria of the build, like the accuracy and F1-score. The hybrid 

approach is very competent in sentiment analysis and has great potential to be extended to real-time systems and cross-platform 

social media mining. 

Keywords - PSAM model, Deep Learning, Sentiment classification, Hybrid optimization, Social media mining, LSTM-PSO 

framework. 

1. Introduction  
There has been a monumental growth in the user-

generated content on websites such as Facebook, Twitter and 

YouTube, which has caused an increase in the application of 

sophisticated sentiment analysis methods. Sentiment 

classification can be more difficult because these platforms 

tend to display the users' emotionally lively expressions. As a 

subfield of Natural Language Processing (NLP), sentiment 

analysis is useful in identifying and deriving the feelings, 

opinions, and attitudes in text data, giving an insight into user 

preferences and how users perceive things [1, 2]. This power 

is critical in all industries, particularly marketing, 

policymaking, and online content curation, as an insight into 

the audience's feelings may directly affect strategy-making. 

Nevertheless, there is a tendency to model sentiment 

incorrectly because conventional machine learning techniques 

like Support Vector Machines (SVM), Naïve Bayes, and 

Random Forest fail when correctly inferring sentiment. Their 

weaknesses come due to complications in understanding the 

surrounding contexts, dealing with sarcastic utterances and/ 

the only way to overcome linguistic ambiguity is to classify 

them, most of the time incorrectly [3, 4]. These issues 

emphasise the need for more intuitive, context-sensitive 

models that would be able to accommodate the complexity of 

human language as presented within the context of a 

contemporary digital platform. Recently, deep learning 

methods, especially the use of Long Short-Term Memory 

(LSTM) networks, have met these deficiencies in the 

traditional sentiment analysis concerning exploiting the long-

term dependency in opinionated texts [5, 6]. Nevertheless, 

LSTM is quite sensitive to the input feature of swarm 

intelligence. To assist, the Particle Swarm Optimisation (PSO) 

algorithm selects the most pertinent features, down 

dimensions, and improves the classification [7-9]. This paper 

proposes Particle Swarm-Accelerated Model (PSAM), an 

ensemble of PSO to find feature selection and LSTM to 

accomplish sentiment classification, which provides a mixture 

of techniques capable of solving the drawbacks of either deep 

learning or machine learning approaches. The model PSAM 

was also tested with the comments of a movie called Pushpa 2 

on YouTube and could successfully label the sentiments as 

positive, neutral or negative replies [10, 11]. The findings 

indicate that the model is solid and shows an excellent 

outcome in processing user-generated content. 

2. Literature Review  
As more profound deep learning and complex feature 

selection data emerged, Sentiment Analysis (SA) has 
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advanced amazingly. Though simple methods of the past, 

including lexicon-based models and well-known classifiers 

such as Naïve Bayes and Support Vector Machine (SVM), 

were more popular because of ease of implementation, they 

perform poorly when used. The traditional models are 

challenging to deal with complex natural language elements, 

such as sarcasm, vague terms, and contextual meaning, which 

decreases the overall accuracy of sentiment recognition tasks 

in a real scenario [12, 13].  

In recent studies, the power of the deep learning model is 

emphasized, such as the “Long Short-Term Memory” (LSTM) 

model, which is effective in modelling long-range 

dependencies and complicated contextual dependencies in the 

text. Consequently, LSTM-like neural networks perform 

better than conventional methods in sentiment classification 

tasks [14, 15].  

Based on the movement of fish and bird flocks, Particle 

Swarm Optimization (PSO) has become one of the most 

popular methods for finding an optimal feature set. It improves 

classification accuracy and reduces dimensionality by guiding 

particles using individual and global best experiences [16, 17]. 

Numerous studies confirm PSO’s ability to enhance the 

performance of classifiers like SVM and Neural Networks 

[18, 19]. Conversely, the LSTM networks are well-suited to 

capturing long-range text dependency; thus, they lend 

themselves to sentiment analysis tasks [20].  

However, limited research has investigated the 

integration of PSO with LSTM to optimise feature selection 

and sentiment classification. This study addresses that gap by 

introducing the PSAM hybrid model, which combines the 

strengths of PSO and LSTM. Experimental comparisons with 

traditional classifiers such as SVM, Naïve Bayes, and Random 

Forest highlight PSAM's superior performance and its 

potential for scalable sentiment analysis applications across 

social media platforms [21-23]. 

3. Proposed Hybrid Model  
The Particle Swarm-Accelerated Model (PSAM) 

incorporates PSO to select features and LSTM to categorise 

sentiments, improving performance and efficiency. The model 

gives better sentiment predictions by decreasing the 

dimensionality of inputs. It starts with good text 

preprocessing, such as tokenisation, cleaning and normalising. 

It is an approach that couples the potential of deep learning 

and the lexicon-based methods to enhance sentiment 

detection.  

PSO processes the features with the highest relevance and 

redundancy, making the LSTM process classify sentiments, 

either positive, negative, or neutral, and it does not affect the 

meaning since it retains context. The hybrid Framework is 

well-suited to combine swarm intelligence and deep learning 

to perform strong sentiment analysis.  

 
Fig. 1 The PSAM model architecture combines PSO and LSTM to select features and sentiment classification, respectively
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3.1. PSAM Workflow Design  

In this research, the complete methodological Framework 

follows some steps, which are as follows: 

3.1.1. Data Collection 

In this study, it is important to collect user-generated 

comments connected to the movie Pushpa-2 using the 

YouTube Data API as the first step.  

The relevant content, including trailers, reviews, and 

discussion videos, was found through the search. List API. 

The mechanism behind extracting the comments using the 

commentThreads. The list API is provided and shown in 

Figure 2 as the API mechanism's request and response API. 

With this process, several attributes such as comment text, the 

id of the user, date, like count, and replies are retrieved. The 

data set includes various emotional expressions, negative, 

positive, and neutral states, showing viewers' wide range of 

opinions. These comments are a good alternative to sentiment 

analysis since these are informal comments that usually 

consist of slang, misspellings, use of emojis, and phrases, as 

well as sarcasm. The complexity of the data set renders it both 

problematic and useful in deriving superior sentiment 

classification courses [24, 25].  

 
Fig. 2 API key setup via google cloud 

3.1.2. Data Acquisition Process 

The preprocessing stage is concerned with enhancing the 

quality of the data by text cleaning (such as standardizing 

input and tokenizing it). URLs, emoticons, and special 

characters are stripped by the Regular Expressions (RegEx), 

resulting in cleaner input.  

To analyze text, the SpaCy tokenizer divides it into 

individual words. Then the stopwords, such as the, are 

eliminated with the NLTK corpus [26], and the lemmatization, 

using WordNetLemmatizer, cuts words to stem form, thus 

increasing sentiment classification accuracy.  

Table 1 illustrates the frequently occurring keywords 

extracted from movie reviews, highlighting their emotional 

relevance. This table is instrumental in training sentiment 

analysis models, as it quantifies significant word usage, aiding 

in accurately identifying sentiments expressed within the 

reviews. 

Table 1. Word cloud frequency  

Word Count 

Allu 890 

puspa 400 

arjun 240 

wild 125 

fire 110 

super 91 

fight 82 

bad 15 

boring 6 

--- -- 

3.1.3. Feature Selection 

To increase classification accuracy, feature subsets are 

optimized using the Particle Swarm Optimization (PSO) 

algorithm. In this algorithm, every particle indicates a feasible 

conjunction of features of the model, and its fitness is 

determined based on the aspect of model performance in 
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classifications. The motion of the particles through the 

solution space is modelled as an update of the position and the 

velocity based on specified equations, as shown in Figure 3. It 

is an iterative update scheme that relies on the best-known 

location of the particle (personal best) and the best-known 

location (global best). The update rule has Formula-1 as its 

basis, whereby the dynamics of updating the movement of 

particles is in a way that it converges to an optimal set of 

features in the feature space that increases the overall 

predictive power of the model. 

 
Fig. 3 PSO-based feature selection framework 

In the PSO-based feature selection process, each particle 

represents a potential subset of features. The performance or 

fitness of a particle is assessed by training an LSTM classifier 

on the selected features and evaluating it on a validation 

dataset. A particle updates its personal best position (pBest) 

when it attains a better classification accuracy. 

In the same way, when it achieves higher performance 

than gBest, which is the best at the moment throughout the 

swarm, the global best is correspondingly also updated [8, 18]. 

As particles navigate the feature space, they iteratively update 

their positions by learning from their experience (pBest) and 

the swarm’s best-known solution (gBest). 

This dynamic ensures a balance between exploration and 

exploitation, leading to effective feature subset optimization 

that enhances classification accuracy while minimizing 

dimensionality. 

(Formula 1), which controls how particles explore the 

search space: 

vᵢ(t+1) = w·vᵢ(t) + c₁·r₁·(pBestᵢ − xᵢ(t)) + c₂·r₂·(gBest − 

xᵢ(t)) (1)  

Where: 

 v i( t): Velocity of the ith particle at iteration t  

  x i ( t): Present location (position) of particle i at time t  

  w: Weight of inertia governing the effect of previous 

velocity 

 c₁, c₂: Learning factors or acceleration constants guiding 

personal and global learning 
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 r₁, r₂: Random values between 0 and 1 introduced to 

maintain diversity in the swarm 

 pBestᵢ: The best solution or position reached by particle i 

so far 

 gBest: The general optimal state of any of the particles in 

the swarm that has been attained so far in the iteration 

Each particle updates its position based on the velocity 

computed in the previous step to explore new potential feature 

subsets. This adjustment allows particles to move through the 

search space toward more optimal solutions. The following 

equation governs the position update, referred to as Formula 

2: 

Formula–2 (Position Update Equation): 

xᵢ(t+1) = xᵢ(t) + vᵢ(t+1) (2) 

Through this iterative process of velocity and position 

updates, the PSO algorithm effectively searches for the 

optimal feature subset that maximizes the classification 

performance of the sentiment analysis model. 

 
Fig. 4 Feature selection by PSO 

Figure 4 indicates the Feature Selection step that 

incorporates the PSO algorithm. The x-axis displays the 

position of the particles (0 to 300), and the y-axis displays the 

fitness values related to classification accuracy (0.0 to 1.0). 

Particles check characteristics (Feature 0 to 4) and refresh 

their costs with individual best (pBest) and global best (gBest). 

PSO finds the best feature subset, improves performance, and 

decreases redundancy with iterative updates. 

3.1.4. LSTM Classifier: Architecture and Functionality 

The Long-Short term memory (LSTM) model is most 

suitable for sentiment analysis because such a model captures 

long-range dependencies and prevents the Vanishing gradient 

problem in RNNs. LSTM is used in this research to work on 

optimised features using Particle Swarm Optimization (PSO). 

Architecture entails embedding layer, LSTM layers, a dropout 

layer to discourage learning of overfitting, and a dense layer 

on output to classify the sentiments as positive, negative, and 

neutral. Hyperparameters of vital importance, hidden unit size 

and learning rate, are optimized to enhance prediction 

performance. Such additions show better accuracy, precision, 

recall, and F1-score (Formula 3) when using the Adam 

optimizer and categorical cross-entropy loss [5, 14]. 

F1=2×Precision+RecallPrecision×Recall (3) 

3.1.5. Model Evaluation 

In order to prove the effectiveness of the PSAM model, 

such calculations as precision, recall, and F1-score were 

employed.. These ensured accurate sentiment detection across 

positive, negative, and neutral classes. A Comment Clustering 

graph (Figure 5), generated using K-means and visualized via 

PCA, reveals distinct sentiment-based clusters. Each shade 

represents a different group of similar comments, showcasing 

the model’s ability to capture sentiment patterns effectively. 

 
Fig. 5 Comment clusters 

4. Result and Discussion  
Analysis of YouTube comments has been displayed 

through bar graphs (Figure 6(a)) and word clouds (Figure 

6(b)). The bar chart indicates negative, neutral and positive 

sentiment distribution, offering a cut-and-dried view of the 

audience's emotions.  

The word cloud gives prominent words such as excellent, 

love, awesome, and the reference to Housefull 5, and it gives 

us a clue about the emotional expression in the commentary. 

As the pie chart in Figure 6 (a) demonstrates, 70.2 percent 

of users have positive sentiment, 10.3 percent were negative, 

and 19.5 percent were neutral. These images and the word 

cloud illustrated in Figure 6(b) give quantitative and 

qualitative details about audience views, as indicated in the 

YouTube comments. PSAM model also exhibits its robustness 

in Table 2 with 95.3 percent accuracy, surpassing the 

traditional classifiers, such as Random Forest, SVM, and 

Naïve Bayes and therefore the strong ability to deal with 

sentiment analysis tasks. 
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Fig. 6(a) Pie chart of sentiments, and (b)Word cloud representation.

Table 2. PSAM vs. Standard sentiment classification techniques  

“Model” “Precision” “Recall” “Accuracy/Result” “F1-Score” 

“Naïve Bayes” 81.9 80.4 83.0% 0.78 

“SVM” 88.9 86.4 90.3% 0.80 

“CNN” 83.6 84.1 85.2% 0.84 

“Proposed Model” 93.7 94.4 95.2% 0.92 

5. Conclusion 
The specified research suggests the application of PSAM, 

that is, a hybrid solution involving Particle Swarm 

Optimization (PSO) and “Long Short-Term Memory 

(LSTM)” networks to retrieve the best features and examine 

the sentiment accordingly. The model produces high-quality 

sentiment analysis results by optimizing feature subsets via 

PSO and narrow instances of important LSTM parameters, 

such as the number of hidden units and learning rates. PSAM 

exceeds the classic algorithms, including Naïve Bayes, SVM 

and CNN, with an impressive accuracy of 95.3%. 

Dimensionality reduction based on the PSO makes 

classification easy and increases accuracy. Robust results 

observed on all the evaluation measures (precision, recall, F1-

score, and accuracy) point to the strength of the model. 

Proposed extensions include real-time tracking of sentiment, 

multimediatization (text, audio, video) and more complex 

neural architectures to improve the performance across larger 

databases.  
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