SSRG International Journal of Humanities and Social Science
ISSN: 2394-2703/ https://doi.org/10.14445/23942703/IJHSS-V1215P110

Volume 12 Issue 5, 97-113, Sep-Oct 2025
© 2025 Seventh Sense Research Group®

Original Article

Investigating Awareness and Perception of Bias in Al-
Driven Platforms: A Survey-Based Study

Aishaani Agarwal
Harvest International School, Karnataka, India.

Corresponding Author : aishaani@gmail.com

Received: 25 August 2025 Revised: 29 September 2025 Accepted: 16 October 2025 Published: 30 October 2025

Abstract - Artificial Intelligence (Al) increasingly influences decisions in everyday life, from education/health care/and
homework to employment/social media. While Al offers multiple advantages of efficiency and innovation, anxiety about
fairness, accountability, and transparency in Al systems remains at the forefront of conversation both in the news and public
debate. Researchers have raised these issues, pointing to the fact that bias can be introduced at multiple levels in AI—from
the training data the Al is trained on to the design choices the Al developer made to the way the user interacts with the Al
decision-making system. Researchers have posited important questions related to how Al systems can affect society and
people's responses to these Al systems. As such, this study examines how participants perceive and experience bias in Al
systems (i.e., decision-making systems) with a focus on trust, accountability, and demographic characteristics such as age,
gender, and education. Based on survey data from the youth participants, this research examines where participants perceive
bias in Al systems, how participants feel about Al systems making day-to-day decisions in their daily lives, and who
participants think should be liable when there is bias in Al systems. The research not only contributes to the ongoing

dialogue about fairness and trust in AI but also has implications for design, governance, and public engagement.
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1. Introduction

In the last few decades, Artificial Intelligence (AI) has
seen remarkable growth driven by machine learning
algorithms, increased availability of data, and enhanced
computational capacity. Today, it is deeply embedded in
everyday human life. As a transformative technology, Al
has enabled automation across industries and households
with enhanced decision-making capabilities. Its applications
have expanded to domains such as personal assistance,
navigation, and education (R. S. T. Lee, 2020).

Al models such as ChatGPT and Meta Al excel in
natural language processing. They are used in chatbots,
translation, and interactive conversations. These tools are
not just widely used but have also become increasingly
popular in consequential domains such as healthcare, the
labour market, and education, raising novel questions about
accountability and fairness (Madsen & Toston, 2025).

Additionally, in medicine, large language models are
being explored for tasks like disease diagnostics, writing
radiology reports, scientific research writing, and medical
teaching aids (Xiao et al., 2024). Al has very rapidly
changed how knowledge is disseminated and perception

influences decisions. By filtering information flows, Al-
powered news aggregators affect perception and decision-
making, thereby influencing public discourse. The
sociotechnical systems approach views society as deeply
interconnected and reveals that any technology, like Al,
does not exist in isolation but is always embedded in social
and cultural contexts. Hence, from a sociotechnical systems
perspective, such platforms are not neutral. They possess
biases shaped by societal norms and biases. Al has a large
influence on information gathering and steering perception
(Liu & Xu, 2024). Artificial intelligence (AI) systems now
influence business decisions, government policies, and
conversations in everyday lives, generating outcomes that
extend far beyond individuals (Ntoutsi et al., 2020b). These
systems provide solutions that can enhance efficiency by
producing data-driven solutions rapidly, yet there is a very
real risk to individuals, specifically regarding employment
opportunities or access to medical care, when using flawed
algorithms (Datta, Tschantz, and Datta, 2015).

Some stark examples of this risk include the COMPAS
(Correctional ~ Offender Management Profiling for
Alternative Sanctions) tool, which is a risk assessment
algorithm used in the U.S criminal justice system. It is used
to predict how likely someone is to commit another crime if
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released. This tool was erroneously assigning a higher
recidivism risk score to Black defendants (Angwin, Larson,
Mattu, & Kirchner, 2016) (racial bias) and Google's ad
targeting system serving fewer ads for high-paying jobs to
women, potentially indicating gender bias (Datta, Tschantz,
& Datta, 2015). These examples amplify concerns
surrounding discriminatory effects inherently present in the
design and deployment of AI systems. Recent literature
identifies an urgent priority to "find, fix, and avoid” the type
of bias in Al at every aspect of design and development so
as not to make existing inequalities worse (Nazer et al.,
2023).

Bias in Al arises from unbalanced data, flawed models,
and human interactions replicating structural inequalities
such as race and caste (Rasali et al., 2024). These datasets
reflect the enduring impacts of racism and bias, perpetuating
global disparities in health, income, and opportunity (Rasali
et al.,, 2024). As Al continues to influence the fields of
health, education, and finance, these biases may become

perpetuated and amplified if allowed to remain
unchallenged (Bonarini, 2022). Hence, it is critical for Al
developers, designers, and stakeholders to take

responsibility by raising awareness amongst the users and
collaborating to ensure that Al systems are fair to prevent
bias in Al-powered systems (Bonarini 2022).

Al systems often reflect the biases of the sociocultural
context from which the data-driven organization emerges
(Ali et al, 2021). This is troubling because it has a
minimum chance of harming some Al users from all
demographics (Leavy, 2018). For example, when Al models
are mostly trained on Western or English-heavy content,
they end up drowning out voices from non-Western or local
communities (Binns, 2018). This kind of bias can create
harm in areas like hiring, where it strengthens existing
prejudices and leads to unfair treatment (Ali et al., 2021).

Al bias can also develop and build upon existing
models from the way people use it, as these models learn
from user interactions and behaviour. These models often
reflect social hierarchies and repeat harmful stereotypes
(Leavy, 2018). Al algorithms can reinforce bias if users
repeatedly click on biased content by suggesting similar
content. This can be a cause for loops within responses that
normalize discrimination, like both gender bias and racial
bias. Additionally, people who belong to lower-income or
marginal caste groups might be underrepresented in data
when they are collected or misclassified, so discriminatory
treatment results (class bias, caste bias) (Binns, 2018). Al
systems will have the potential for normalization and for
routinization unless active action recognizes and rectifies
these biases. To resolve these concerns, experts need to
ethically intervene, sociologically intervene, and create
policy at all stages of Al design (Ali et al., 2021). Most of
the work on Al bias has focused on tech fixes like making
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better algorithms, fixing data sets, or using clear Al to cut
down unfair results (Hou et al., 2024; Gorska & Jemielniak,
2023). However, existing literature shows that people often
perceive Al systems to be fair and objective, overlooking
how bias can be embedded through data selection, design
choices, and information sorting by the algorithm (Brauner
et al., 2023; Peralta et al., 2021). While some studies have
examined the intersection of the public's hopes and fears
regarding Al, very few integrate views in areas like jobs,
media, or daily choices (Brauner et al., 2023). This gap
highlights the need for a framework that can combine
technical, ethical, and social perspectives.

Additionally, Prior research shows that an individual's
reaction to bias varies based on their understanding of Al,
degree of human-likeness in the AI, or whether they are
primed to look for errors (Hou et al., 2024). However, these
evaluations are often limited to experimental settings and
specific use-cases, lacking broader investigation into the
perception of Al in everyday tools such as recommendation
systems, chat assistants, or translators (Gorska &
Jemielniak, 2023). Furthermore, experts have looked at
varied algorithms in online networks (Peralta et al., 2021);
only a few studies investigate how things like age, gender,
or tech know-how affect views on Al being fair and honest
(Brauner et al., 2023). Addressing this gap is essential to
align developers’ intentions with user expectations and thus,
fostering socially responsible Al systems.

This research seeks to investigate and understand how
individuals perceive and experience bias in Al systems. In
addition to examining demographic factors (e.g., gender and
age), the research investigates areas such as work, daily life,
and politics in terms of perceived bias. Another research
objective is to examine how trust in Al systems or Al-
generated information could shape a response to bias. Prior
research suggests that individuals with higher levels of
education and confidence working with technology
demonstrate more awareness of bias in Al. Additionally,
demographic factors (e.g., gender and/or age) shape
perceptions of bias, and higher levels of trust in Al are
associated with less critical perceptions of the existence of
bias.

Despite the growing focus on Al ethics and fairness, we
still have a considerable research gap about how regular
users-not developers or experts- perceive, interpret, and
experience bias in their day-to-day interactions with Al
systems.

To build AT systems and models that can be trusted and
are fair, there is a need to understand how people perceive
Al bias (Peters, 2022; Brauner et al., 2023b). Addressing
this gap is important because the current literature is largely
technical or institutional and lacks an in-depth exploration
of embodied users' perspectives of Al bias. The findings
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could help AI developers make systems that are easier to
understand and more transparent and give policymakers
better guidance on how to create rules that are clear and
responsible (Bildirici, 2024). Additionally, teachers could
use these insights to improve Al literacy, helping people
learn to question and think more critically about the tools
they use (Ifenthaler et al., 2024).

2. Literature Review

Bias in artificial intelligence has been assessed in
numerous areas, including employment, healthcare, media,
and everyday digital communication. Researchers have
repeatedly highlighted that bias can be infused into Al
systems at all stages, either due to biased training datasets,
design decisions, or due to user interaction that served to
reinforce a certain stereotype (Ntoutsi et al., 2020; Hou,
Tseng, & Yuan, 2024). For example, image generation
systems frequently depict fewer images of women in a
professional context, thus solidifying a cultural stereotype
(Gorska & Jemielniak, 2023). Similarly, biased employment
algorithms have perpetuated inequities, exemplified by
Amazon's hiring algorithm, which reversed gender equity
for women (Hou et al., 2024). These examples emphasize
that bias is not a part of "the technology" or a bug but, in
fact, a systemic representation of the values that are built
into data and design and that survey and enforce existing
inequities surrounding data and intelligent systems.

In further developing this argument, Binns (2018)
specifies that algorithmic fairness cannot simply be framed
as a technical optimization problem. Based on theories of
justice in political philosophy, he notes that fairness
involves normative considerations about whose interests are
given priority and whose values shape system development.
Technical concepts of fairness, for example, equalized odds
or demographic parity, fail to account for context and
structure-based  inequities that produce algorithmic
outcomes. The process of reducing bias should then be
taken to encompass both computational and ethical
consequences and involve stakeholder engagement in
participatory decision making and adjustment of the moral
and ethical frameworks that inform Al development (Binns,
2018).

Trust has become an important topic for understanding
how people think about biased AI. There is a general
assumption that Al is neutral and objective, but public
perceptions are much more complicated. More precisely,
studies have found that people sometimes trust Al more
than they would human beings because it is perceived as
being agnostic and sometimes even justified to have a
human doubting AI’s accuracy when contradictory evidence
is presented (Gerlich, 2024; Lee, 2018). People also weigh
trust based on whether they are directly harmed or not when
making such decisions. For instance, where individuals have
been biased (for example, women applying for jobs that
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utilize algorithm-based systems), individuals would resist
Al-provided recommendations or feedback, whereas others
might, even the group in question, trust the recommendation
(Hou et al., 2024). These findings align with your research
in which participants demonstrated criteria of trust and a
preference for human feedback compared to Al-based
feedback for more consequential decisions.

Social media outlets complicate Al bias further by
amplifying and normalizing prejudices via algorithmic
filtering. Evidence suggests recommendation systems and
content moderation are responsible for creating echo
chambers, polarization, and reinforcing discriminatory
narratives (Peralta, Kertész, & Iiiguez, 2021). The
algorithmic approach privileges some perspectives and
diminishes others, meaning algorithms do not simply reflect
established biases; they also shape opinion formation at a
system, or social, scale. Your survey responses reflected
participants' concerns with regional, linguistic, and class-
based biases, which often extend the structures of
algorithmic curation in social networks. This implies bias is
both a technical and social phenomenon that is
interconnected to the platforms where people engage with
Al daily.

Finally, explainability and transparency are generally
considered essential strategies to mitigate Al bias. The
literature indicates that when Al systems include
interpretable explanations, users can better identify bias or
unfairness and contest Al-based outcomes (Hou et al., 2024;
Ghasemaghaei & Kordzadeh, 2024). In contrast, if an Al
tool functions as a “black box," individuals may be prone to
accept output without question and assume that the Al
remains objective or unbiased. Your participants
overwhelmingly supported transparency initiatives: most
endorsed that Al should explain why it arrived at a certain
decision. The consensus of findings reinforces the need for
both technical responses, which involve approaches such as
increasing dataset diversity and fairness metrics, in addition
to sociotechnical approaches (e.g., regulation, education of
users) for accountability and trust in Al systems.

3. Materials and Methods
3.1. Participants

This study used the convenience sampling approach,
which is suitable given the exploratory nature of this study,
but carries limitations in terms of generalizability. A total of
66 individuals finished the survey, with a uniformity of 33
male and 33 female respondents. The participants' ages
ranged from 13 years to 18 years and 19 years to 27 years,
where 35 respondents were grouped in the 13 to 18 age
category, and the other 31 respondents were grouped in the
19 to 27 age category. While the survey form offered
additional gender options (“Other” and “Prefer not to say”),
none of the respondents selected these categories.
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3.2. Materials

An online questionnaire, designed and hosted on
Google Forms, was distributed to participants to be filled
out. The survey was divided into four sections: (a)
Demographics, (b) Al usage, (c) Perceptions of Al bias, and
(d) Accountability in Al. The demographic section gathered
information on gender, age, and educational attainment,
which were then used as nominal variables in the statistical
analysis.

The Al usage section explored the frequency of many
Al systems (Siri, Alexa, ChatGPT, Gemini, Copilot, etc.)
being utilized. The perceptions section inspected
participants' awareness and recognition of Al bias, privacy
concerns, and attitude towards bias in Al outcomes. Lastly,
the accountability section explored participants' opinions on
the responsibility and accountability of Al bias. The survey
combined multiple-choice questions and open-ended
questions.

3.3. Procedure

The survey link was distributed mainly through social
networks, peer groups, and direct sharing with friends via
group chats. This method generated fast responses that
remained consistent with the convenience sampling strategy.
Participants accessed the Google Form from their own
personal devices (mobile phones, computers, and tablets)
and completed the survey at their own pace. No personal
information was collected, and participants were free to
withdraw from submitting the survey without any penalty or
repercussions. Data was collected from 19th July 2025 to
31st July 2025.

3.4. Data Analysis

Both descriptive and inferential statistical approaches
were employed to analyse the collected responses. Data
gathered via the Google Forms was structured, after which it
was exported to DATAtab, an online platform designed for
statistical analysis. The descriptive analysis included
frequency distributions for all nominal variables; the
findings were then visualized using the same software.

In terms of inferential analysis, a Chi-Square (y?) test
was performed to investigate the associations among several
key nominal variables, including age group, gender, and
educational attainment. A 95% confidence interval was used
for the test (o = 0.05) to determine if statistically significant
links were present between the demographic variables and
the respondents’ perceptions of Al-related bias.

In the analysis, hypothesis testing was used to
determine whether the differences between groups were
statistically significant or random. A Chi-square process
was selected because the nature of the independent variables
was categorical, as reflected in the types of frequency
distributions extracted.
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Qualitative coding was done for open-ended responses
to identify meaningful themes that grouped related answers
together. Although this was not the main analytic focus,
these codes yielded further insights and helped contextualize
and understand the quantitative findings.

Overall, the methodology used a process of systematic
data collection via an online survey and appropriate
statistical tests (in this case, Chi-square analysis) along with
data visualization.

4. Results and Discussion

The aim of this study was to examine how people with
different demographic characteristics perceive bias in Al
systems and whether demographic factors such as age,
gender, and education are related to their perceptions.

Descriptive and inferential statistics were applied to the
survey responses from 66 subjects about their attitudes
towards Al bias, accountability, and transparency. The
findings were then organized thematically by demographic
characteristics (i.e., respondents were less than or greater
than 30 years old, and/or female, male, or high school
education)

4.1. Demographics

A total of 66 participants filled in the survey, with an
equal split between males (n = 33, 50.0%) and females (n =
33, 50.0%). The ages of the participants spanned 13 to 27
years, with 35 participants (53.0%) aged 13 to 18 years and
31 participants (47.0%) aged 19 to 27 years.

Regarding education, 28 participants (42.4%) were in
secondary school, 26 participants (39.4%) were pursuing
undergraduate studies, and 12 participants (18.2%) had
completed or were pursuing postgraduate education. In
general, the demographic distribution yielded a well-
balanced data set that permitted hypothesis testing with
acceptable precision and comparability between groups.
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4.2. AI Usage Patterns reported using Al tools sometimes, while a very small

The results indicate that 38 respondents used the Al number of respondents reported using Al tools rarely and
tools frequently, suggesting a strong dependence on Al tools very rarely.
in their daily lives. A smaller group of respondents (9)
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Fig. 4 Distribution of usage frequency of Al
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In the context of platforms and tools, ChatGPT was the
most popular with 58 respondents using it, followed by
Gemini (27), Siri (20), Alexa (20), MetaAl (16), and Claude
(16). There are some platforms mentioned as used but with
lower reports (Perplexity, Google Assistant, and Copilot).

Overall, both general findings and findings related
specifically to ChatGPT indicate a high rate of use of Al
tools. Overall, the data indicates a high adoption rate,
especially with ChatGPT, which reflects the predominance
of this Al tool among the participants surveyed.
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4.3. Awareness and Experience of AI Bias Usage Patterns

The data shows a clear level of awareness of Al bias,
with 31 participants reporting having experienced or
witnessed biased or unfair behaviour demonstrated by Al.
There were 19 respondents who were not sure, while only
13 respondents did not experience or witness biased
behaviours.  Furthermore, most participants  were
uncomfortable with Al outputs, with 28 of them reporting
privacy concerns, 22 of them concerned about inaccuracy,
while only 3 said they fully trust AI. Most participants
either agreed (35) or strongly agreed (22) that Al systems
can be biased.
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Fig. 5 Frequency distribution of usage by platforms

In terms of specific types of bias, 43respondents cited
gender bias, followed by racial/ ethnic (35), regional (30),
income/class (27), linguistic (23), socioeconomic (21), and
caste bias (14). Most respondents agreed that the Al bias
contributes to discrimination "to some extent" (36), with the
most shared attitude toward bias found in Al systems being
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concerned, as 39 respondents were somewhat concerned,
and another nine were very concerned. Overall, the data
suggests that respondents are aware of Al bias and multiple
kinds of bias and exhibit a clear level of concern for its
effects.
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Not sure No

Bias/Unfairness experienced

Fig. 6 Respondents' Experience of Bias in Al

4.4. Accountability and Responsibility
The results suggest that most participants believe
developers and programmers (29) are accountable for bias

in Al, followed by companies that deploy the AI (14).
Members noted government/regulators (9), users (9), or
autonomous committees (2) as other possible stakeholders

102



Aishaani Agarwal / IJHSS, 12(5), 97-113, 2025

in accountability. In asking, however, about ways to address
bias in Al, members were asked about solutions to identify
the more important strategies, as the process may involve
more than one strategy to address their concerns about bias.
In terms of ways to address bias, participants

overwhelmingly believed that increasing transparency and
using diverse, representative training data were most
important, followed by audits, education, ethical guidelines,
and diverse teams, to ensure diminutions in bias in Al.
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Fig. 7 Respondents' Discomfort with AT Outcomes
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Participants also had a strong consensus that — 4.5. Age

organizations should be accountable for biased Al decisions,
with 58 respondents agreeing or strongly agreeing and only
8 expressing neutrality or disagreement.

Trust in decision-making was more contextual, as most
(n = 52) claimed it "depends", while some responded in
favour of humans (n = 9) and others responded in favour of
the Al systems (n =5).

In conclusion, the respondents expect accountability to
fall on the developers and organizations deploying the
system (after the fact), and respondents see transparency and
diverse data as means to reduce biases, and there is
situational trust between human and Al-based decision-
making systems.
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Participants’ perceptions of Al bias were also affected
by age. There was a significant relationship between age
and how strongly participants believed Al bias could cause
discrimination or stereotyping (y?, p = .044); the younger
and older groups differed in strength of belief. Age was also
significantly related to agreement that organizations,
whether private, government, or non-profit, developing or
using Al, should be held accountable if the organizations’
Al systems perpetrate bias (¥%, p = .018). Age was not
significantly related to whether Al systems can be biased (p
.074), whether Al systems should explain how their
decision-making processes resulted in perceived bias (p =
.072), or who should address Al bias (p = .336). The data
suggests that awareness of accountability draws differences
between groups, while general awareness of Al bias remains
constant across age groups.
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4.6. Gender

Some gender differences were found as well. There
were major disagreements between the participants'
perspectives on accountability, in which female and male
participants varied in their belief that organizations should
be criticized due to biased outcomes from Al (2, p = 0006).
Gender was also statistically significantly associated with
attitudes about who should be responsible for correcting Al
bias (p = 044) and if Al systems should explain their

choices (¥%, p = 032). Al systems should explain their
choices (3%, p = .032). On the other hand, gender was not
associated with the perception that any Al system can be
biased (p = .118), and all other associations were not
significant (p > .058), including the potential for Al biases
to shape discriminatory or stereotypical behavior (p =.100).
These results illustrate that both men and women were
equally likely to recognize and disagree with Al bias, but
that transparency and accountability expectations differed.
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4.7. Level of Education

Educational attainment had less of an effect on
participants’ perceptions. While there was a relationship
between educational attainment and believing the statement
“Al systems can be biased” (¥, p = .016), together
respondents with higher education attainment tended to be
more in agreement with the statement. However,
educational attainment was not related to whether Al bias
results in discrimination (p .728), accountability of
organizations (p = .260), who is responsible for Al bias (p =
.317), or whether an Al system should explain its decision-
making (p = .638).

Thus, while education appears to have some influence
in developing awareness of bias, it does not greatly
determine face-value opinions about responsibility or
transparency. It should also be noted that the postgraduate
group (n 10) was relatively small compared to the
undergraduate (n = 30) and high school or lower (n = 26)
groups, which may limit the strength of comparisons across
education levels.

4.8. Discussion

The primary objective of this study was to understand
how people conceptualize and operationalize bias in Al
systems with a focus on accountability, transparency, and
trust. The findings show a general acknowledgment that Al
can indeed generate bias, and that participants were
generally uncomfortable with Al-based bias. Participants
mostly agreed that companies either developing or using Al
should be held responsible, and they strongly emphasized
accountability for transparency and explainability of Al
This led credence to citizens' expectations that both Al
systems must be trustworthy ethically, in addition to being
trustworthy functionally.
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This study's findings are consistent with recent
literature suggesting that the public's engagement with Al is
not purely based on its technical performance, but rather
that they engage with Al in terms of perceptions of fairness
and trustworthiness (Brauner et al., 2023; Liu & Xu, 2024).
Participants demonstrated strong ethical expectations.
Further, people expect organizations to manage harms
caused by Al responsibly. The population sampled indicated
broadly that they recognized that Al systems can be biased
(Figure 8). For the most part, participants strongly agree or
agree with the statement "AI systems can be biased," a
finding that fits with studies that show Al users do not see
Al as neutral and see it as having gone through human
values (Ntoutsi et al., 2020; Rasali et al., 2024). Many
participants have experienced bias or observed bias (Table
6), which, again, supports findings of growing concern in Al
being used to discriminate in real-world situations, such as
hiring practices, healthcare practices, and criminal justice,
determining guilt and/or innocence (Simonite, 2019; Mattu,
2023).

Participants experienced a range of concerns about an
Al-biased output in general, with discomfort coming more
from consequences in part, in relation to serious or high-
stakes scenarios, like higher levels of discomfort were
related to engaging an Al system to help decide impact jobs,
education, and financial matters. More than 60% indicated
they were uncomfortable with Al deciding something of
interest could possibly impact your life (Figure 17),
matching findings by HR (Callahan, 2023; Madsen &
Toston, 2025). The discomfort can be amplified because it
relates to the place of Al in possibly "overthinking" or being
human-like, such as a healthcare algorithm that continually
deprioritizes the needs of a Black patient (Obermeyer et al.,
2019).
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With respect to trust in Al, participants largely
perceived Al to be a tool for everyday practicalities, with
trust not being offered for significant decision-making,
suggesting they understand Al to be an assistant, not a
replacement (Hou et al, 2024). Organizational
accountability was a major theme, with more than 70% of
participants agreeing that developers and users have a
shared responsibility for bias and harm (Figure 14). This
echoes the literature that suggests accountability as a major
standard in Al ethics (Ethics of (Al and Robotics, 2020;
Pratt, 2020).

Transparency and explainability were also important.
Almost all the participants agreed that Al could and should
be able to generate explanations for its decisions (Figure
16). The group had three suggestions for how to reduce bias:
improving data quality, confirming diversity in training sets
with representation of many social categories, and adopting
a multi-disciplinary approach to bias reduction, again
reflecting calls for both technical and sociotechnical
approaches (Bonarini, 2022; Gorska & Jemielniak, 2023).
Demographic differences informed some aspects of Al
perceptions. Age differences were significant for
perceptions of Al-induced discrimination or stereotyping (p
= .044) and expectations of organizational accountability (p
= .018). Older participants (19-27 years) were more likely
to demand accountability than younger participants (13—18
years), consistent with research suggesting older adults
demonstrate greater ethical concerns regarding technology
governance (Wang et al., 2022; Brauner et al., 2023).

Gender was positively associated with attitudes toward
accountability (y3, p = .006), responsibility for addressing
bias (p = .044), and expectations of explainability (p =
.032). Although awareness of bias was equal between male
and female participants, females scored higher on
demanding accountability and transparency, consistent with
literature noting that women often exhibit greater sensitivity
to discrimination due to personal experiences and socialized
ethical responsibility (Gender Bias in Al, 2020).

Education influenced perceptions of bias awareness but
not normative expectations. Higher education was
associated with stronger agreement that Al systems can be
biased (3%, p = .016), but it did not significantly affect views
on discrimination, accountability, or transparency. This
suggests that education may improve technical
understanding of bias but does not automatically translate
into ethical expectations, highlighting the importance of
educational initiatives that integrate both technical literacy
and ethical reasoning (Bildirici, 2024).

In conclusion, there was widespread awareness about
bias in AI; however, there was variability between
demographic groups in their expectations of accountability
and transparency. Younger students were aware of bias but
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did not place many expectations on organizations being
responsible for it, unlike older participants and female
participants, who emphasized accountability. More educated
participants were more aware of bias but did not have any
strong expectations as it related to ethics as well.

These findings have a significant set of
recommendations, first they show the necessity of inclusive
frameworks of Al governance that consider a range of user
perspectives across the Al supply chain (Nazer et al., 2023),
designers for instance should build Al systems with an
emphasis on fairness and transparency, instead of just
addressing compliance with regulation, in order to foster
user trust. Secondly, initiatives specifically meant to educate
policymakers on Al literacy should place an emphasis on
how to develop a technology literacy mixed with technical,
social, and ethical attributes to support critical examination
of Al-derived decisions while mindful of algorithmic
opacity. Third, solutions that consider hybrid models of
decision making are practical, where Al produces more
efficient decision options for the human user, but human
users still support fairer and ethical reasoning (Manyika et
al., 2019).

This research is novel in its integrative consideration of
how demographic variables such as age, gender, and
education shape ethical expectations of Al. In connecting
perceptions of bias with accountability and transparency
concerns, this study offers a more nuanced understanding of
how trust is socially and ethically constructed in relation to
Al

This research builds upon existing research, and unlike
previous research that focused mostly on general feelings
towards Al ethics, this work will examine more nuanced
and comparative patterns across demographic groups. It
expands upon previous research in that it connects data
based on perceptions as well as a quantitative analysis to
provide a better understanding of how ethical awareness
emerges due to age and gender. It also provides much-
needed participant data from younger participants, a group
that has been inadequately explored in Al bias research and
is a key gap in the literature. Overall, it should be noted that
addressing Al bias does not only mean a better technical
solution, but also improving datasets or algorithms.
Rejecting bias in Al systems will also require multi-
dimensional approaches that include technologists, ethicists,
policymakers, and users (Ali et al., 2021; Okidegbe, 2023).
Biased AI systems are likely to replicate and amplify
existing social inequities at scale without a combination of
this approach.

5. Limitations of the Study
Although this study provides interesting insights about
perspectives regarding bias in Al, it has several
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limitations. Convenience sampling enables the collection
of data but limits the generalizability of the findings.
Likewise, the sample size was small, which limited
statistical power and the ability to observe nuanced effects
in the data.

Another limitation was the disproportion of younger
participants in the sample. This sample with a large
proportion of younger participants may have shaped the
study findings, as younger individuals tend to engage more
often with Al (e.g., social media, personal assistants),
compared to older adults, who may be engaged with Al
more often in their health care experiences or in financial
services. This disproportion reduces the study's ability to
capture perspectives of all ages.

6. Suggestions for Future Studies

To address these constraints, future research should
focus on participants who are noticeably different in age,
cultural contexts, or socioeconomic status to further
develop one’s knowledge of Al bias specific to different
groups. An example of this difference would likely be seen
between younger participants who might engage with an
Al system via an ongoing daily communication versus
older persons who engage with Al systems as part of their
healthcare/finance routine. More broadly, diverse
demographic groups will strengthen the findings and their
use of the findings.

The use of longitudinal studies would also be an
important advancement. Individuals' viewpoints of Al are
not fixed and develop as technologies evolve and as they
operate within Al system environments. Following
participants over time would suggest the dynamics of trust
or skepticism developing, increasing, or changing in
response to their exposure to Al, regulation, or specific
news about bias in an Al system.

The consideration of cultural and socioeconomic
contexts would also be warranted. Cultural contexts shape
how individuals define fairness and trust to understand Al
bias perception better, and socioeconomic status
determines which Al systems individuals may engage with
and how much they may be affected by a biased outcome.
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