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Abstract 

Processing of the data generated from 

transactions that occur every day which resulted in 

nearly thousands of data per day requires software 

capable of enabling users to conduct a search of the 

necessary data. Data mining becomes a solution for 

the problem. To that end, many large industries 

began creating software that can perform data 

processing. Due to the high cost to obtain data 

mining software that comes from the big industry, 

then eventually some communities such as 

universities eventually provide convenience for users 

who want just to learn or to deepen the data mining 

to create software based on open source. Meanwhile, 

many commercial vendors market their products 

respectively. WEKA and Salford System are both of 

data mining software. They have the advantages and 

the disadvantages. This study is to compare them by 

using several attributes. The users can select which 

software is more suitable for their daily activities. 
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I. INTRODUCTION 

Data is one of the valuable assets. The input 

data is a set of sequences, called datasequences [5]. 

To be able to get useful information, then the required 

data to produce good quality reliable information and 

real time. The excellent information will provide 

useful results for the user information. It is 

undeniable that in the current era of globalization, the 

transactions that occur each day will produce data 

whose numbers are also very much [1, 8]. Moreover, 

such data should be processed for any interests. 

Imagine if the data is processed manually, it takes a 

long time to finish. The system must handle 

thousands of data every day. It also requires a proper 

machine to process thousands of data stored in the 

database so that the information received fast, 

accurate, reliable and of course available when 

needed [8]. Because every day, the collected 

information in a huge number, are the result of some 

transactions that occur in next time. So it takes data 

mining to analyze large data sets. Moreover, of 

course, tools can analyze and process thousands of 

data per day. With the tools available for data mining, 

the data processing jobs will be easier to explain. 

 

Currently, there is various software available 

for data mining. The open source and the commercial 

applications  Each of the software certainly has 

advantages and disadvantages, besides indeed paid 

apps will get better support from the provider. Even 

so, it does not mean open source software quality is 

not better than the commercial one. Moreover, the 

open source software will support the learning 

process with no charge at all. Only, when it was 

discovered bug during use of the software, users can 

not directly get improvements. The users have to wait 

for the open source community fix it then.In this 

paper, this research tries to test the contribution of 

each software. In some case, people selects the 

specific software based on some criteria. It involves 

some tests of the decision tree to compare which one 

is better for the overall process. 

 

II. THEORIES 

A. Data Mining. 

Data mining is a method that uses statistical 

techniques, mathematic, artificial intelligence and 

machine learning to extract and identify useful 

information and knowledge. It is assembled from a 

variety of large databases [2]. Also, data mining is 

also often referred to as Knowledge Discovery from 

Data or KDD [1]. Relationships are sought in data 

mining. It could be a connection between two or more 

in one dimension. For example in the dimensions of 

the products, the linkages purchase of a product from 

other products. Relationships arise between two or 

more attributes and two or more objects [9]. 

B. C.45 Algorithm 

The decision tree is a classification and 

prediction method that is powerful and famous. 

Decision tree method changes a huge fact into a 

decision tree that represents the rule. Moreover, also 

can be explained in the form of database language 

such as Structured Query Language to find records in 

a particular category. The decision tree is also useful 

to explore the data, find hidden relationships between 

some potential input variables with a target 

variable.A decision tree is a structure that divides 

large datasets into the sets of records that are smaller 

by applying a set of decision rules. With each of the 

division series, members of the result set to be similar 
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to each other [1].Several algorithms can be used in 

the formation of the decision tree, such as ID3, 

CART, and C4.5. The C4.5 algorithm is a 

development of the algorithm ID3 [4][7]. 

C. CART (Classification and Regresion Trees) 

CART is a method or algorithm of decision 

tree technique. CART is a nonparametric statistical 

method to describe the relationship between the 

response variable (dependent variable) with one or 

more predictor variables [4]. CART method was first 

proposed by Leo Breiman in 1984. The resulting 

CART decision tree is a binary tree, where each node 

required to have two branches. CART is recursively 

dividing the records into the training data into subsets 

that have the value of the target attribute (class) of the 

same. CART algorithm build a decision tree to select 

the most optimal branch for each node. Selection 

works by counting all possibilities at each variable [5]. 

D. Salford System 

Salford Systems was founded in 1983; 

Salford Systems specializes in providing new-

generation data mining and modeling software and 

consulting services selection. Applications are 

provided, both software and consulting range of 

market segmentation research, direct sales, fraud 

detection, credit scoring, risk management, 

biomedical research and the quality control of the 

manufacturer. Industrial use of products and 

consulting services from Salford Systems, including 

telecommunications, transportation, banking, 

financial services, insurance, healthcare, 

manufacturing, retail and catalog sales, and education. 

Salford Software Systems have been installed in more 

than 3,500 locations worldwide, including 300 major 

universities. The main customers include AT & T 

Universal Card Services, Pfizer Pharmaceuticals, 

General Motors, and Sears, Roebuck and Co. 

 

E. WEKA 

Waikato Environment for Knowledge 

Analysis (WEKA) is a machine learning software 

written in Java are popular, developed at the 

University of Waikato in New Zealand [3]. WEKA is 

free software available under the GNU General 

Public License. Weka provides the use classification 

technique using J48 decision tree algorithm [6]. 

Classification techniques and algorithms used in the 

WEKA called classifier. 

 

III. PROPOSED WORK 

This paper uses the patient registration data 

in the Emergency Room (IRD) on Pirngadi Hospital 

Medan, where the data is taken from patient 

registration on May 16, 2016. From these data, it is 

known that the patients admitted and registered at the 

IRD are not only due to illness, but there are also 

recorded as a traffic accident patients. Data mining 

softwares are suitable for this situation. It produces 

complete reports and decisions [10]. 

 

Fig. 1 The Screenshot of the Patients List 
 

Figure 1 shows the patients list captured by 

the computer. The data is a raw data before making 

the decision. It works on both WEKA and Salford 

System. 

 

IV. TESTING AND IMPLEMENTATION 

A. Several Attributes 

This research proposes the comparison 

between WEKA and Salford System. The test covers 

several attributes such as installation, price, 

configuration, interface and operation system. Table 1 

illustrates several attributes that compare both 

software. 

 
TABLE 1 : THE SEVERAL COMPARISONS 

Attribute WEKA Salford 

Installation Easy Easy 

Price Open Source Commercial 

Configuration Easy Easy 

Interface Complicated Simple 

Operating System Windows Windows 

Operation Hard Easy 

B. Evaluation of Salford System 

The test on data in Figure 1, using the 

Salford Predictive Modeler version 8. Data use cases 

will compare the attributes of the last condition, 

where these attributes will determine whether the 

patients had received treatment at IRD allowed to go 

straight home, or hospitalized. In Figure 2, there are 

ten attributes which will be compared then. Each 

attribute is connected to the other. The algorithm 

provided by the software calculates the attributes and 

results the decision tree. 



SSRG International Journal of Mobile Computing & Application ( SSRG – IJMCA ) – Volume 3 Issue 2 May to Aug 2016 

ISSN: 2393 - 9141                www.internationaljournalssrg.org                 Page 20 

 
Fig. 2 The Attributes 

 

After configuring the data on the model by 

specifying the attributes to be compared to the target, 

and then determine the Class Value on Categorical 

and finally press the Start button to determine the 

results and see the tree configuration arising from the 

configuration. Figure 3 shows the configuration 

window and the attributes. These checkboxes must be 

selected to determine what attributes are used. 

 

 
Fig. 3 The Attributes Configuration 

 

The continue buttonwill process the 

calculation. It produces two pieces of nodes on the 

tree using decision tree CART. The decision tree 

comes with several colored-nodes. There is also a 

chart to represent the node value and the legend of 

each node. 

 

 
Fig. 4 The Decision Tree 

 

C. Evaluation of WEKA 

With the same attributes and the same test 

sample data in Figure 1, the data will be tested by 

using Weka version 3.8.0. Data with 29 cases that 

used to be comparing the attributes of the last 

condition as well as the comparison attribute. Figure 

5 shows the configuration attributes using the J48 

algorithm. In open source apps, the script can be 

modified to improve the result better. 

 

 
Fig. 5 The WEKA Configuration Attributes 

 

After configuring the data attribute case with 

the last condition for comparison by using the J48 

decision tree, then the result output that appears with 

the source code. After the configuration is done, it 

shows the visualization tree consisting of four pieces 

of leaves as showed in Figure 6. 
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. 
Fig. 6 The Tree Visualizer 

 

V. CONCLUSION 

In the global network, data is valuable assets 

to maintain. Many software offers the facilities to 

keep data structured. From the comparison of both 

the software, it is concluded that the configuration 

data on the use of Weka software easier than on the 

configuration of the Salford Predictive Modeler. In 

Salford System Predictive Modeler, the name 

attribute that consists of 29 cases become the root. 

Meanwhile, in WEKA, the KET_DTL_SUBINST 

attribute becomes the root. The tree structure looks 

clearer than in Salford System. Use of Salford 

Predictive Modeler data processing cases more detail 

above. From this comparison, the solution of the 

problem more complex the better use of Salford 

Systems. For the case of small and simple, the use of 

the software is more focused on Weka. 
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