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Abstract

In this study, the effect of different cutting parameters (cutting speed, feed rate, and depth of cut) on cutting force under dry hard turning of Inconel 718 was investigated. 3D- Finite element modeling of orthogonal machining based Taguchi L\textsubscript{0} design was used to obtain the results. The obtained results of simulation were verified with previous study and it was showed a good agreement. The effects of feed rate, cutting speed and depth of cut on cutting force were analyzed based on. Analysis of Variance (ANOVA) was performed to understand the percentage influence of all the cutting parameters. The Taguchi L\textsubscript{9} orthogonal array was selected to determine optimal values of cutting parameters. The results showed that the cutting force increases significantly with increase of depth of cut.
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I. INTRODUCTION

Inconel 718 (a nickel based superalloy) is widely used in the aerospace industry for the manufacture of aero engine components that are subjected to relatively high temperature and stresses during operation, such as turbine disks, shafts, compressor blades and combustion chamber casings and marine applications because of its high strength to weight ratio, mechanical, thermal shock and fatigue and high corrosion resistance. Alloy 718 (Inconel) is an austenitic nickel-base superalloy which is used in applications requiring high strength to approximately 760\degree C and oxidation resistance to approximately (982\degree C). [1-3]. Many researchers have been working to understand the relation between cutting parameter and generated cutting force during turning process. Sulaiman S. et al (2013) studied the distribution of cutting force during high speed machining of AISI 4340 steel using FEM based on the ABAQUS/explicit which includes Johnson-Cook material model (JC). They found that the cutting forces have a decreasing trend as rake angle increased to positive direction [4]. Yash R. Bhoyar and Kamble (2013) constructed a model using finite element analysis of orthogonal cutting of AISI 1040 carbon steel to find the cutting forces taking place at many points through the chip-tool contact district and the coating-substrate boundary for the given cutting tool materials. Their result indicated that the cutting force is an imperative variable in the generation of temperature at machined surface and with increase the value of rake angle caused the decrease of the cutting force[5]. Rao. C. J.et al (2013) studied the influence of cutting parameters on cutting force during machining AISI 1050 steel with made of ceramic tool. Taguchi method was used for the experiments to analysis of variance. Their result demonstrated that depth of cut has a significant influence on cutting force [6]. Franci Pusavec (2014) applied response surface methodology (RSM) for optimization machining conditions (dry, near-dry (MQL), cryogenic and cryo-lubrication) for Inconel 718 alloy. Cutting forces were measured, analyzed and modeled. The results showed that the cooling/lubrication condition has an influence in reducing cutting forces of machining process [7]. Jagadesh T and Samuel G (2014) performed 3D modeling of finite element analysis for calculation of cutting forces during micro-turning of Ti6Al4V alloy by coated carbide insert (TiN-AlTiN). They used Johnson- Cook material model to represent the flow stress of the material. They detected that when cutting speed increases, there was decrease in the cutting force due to the effect of thermal softening [8]. Mane, S. and Kumar, S. et al. (2019) studied an analysis of cutting force and optimization of cutting parameters during the turning of hardened AISI 4140 alloy steel using TiAlN–TiN coated insert. Their result showed that cutting speed has prominent effect on the measured cutting forces. [9]. Ye Li and Chunbin Cai(2016) investigated the effect of back angle, tool rake angle, and feed cutting speed on cutting force by varying cutting parameters during machining of nickel-based superalloy with PCBN GH4169 tool. They used finite element simulation to establish two dimensional cutting simulation model of superalloy. Their results showed that the increase of the
feed rate, the cutting force increases almost linearly while cutting speed slightly reduces the cutting force [10]. Lianjie Ma et al. (2017) examined the influence of cutting parameters on cutting force using finite element analysis of machining of composite material (Fluorosilicic mica glass ceramics). The results appeared that the constitutive model fit reflects the cutting removal process of fragile material. Also, the results of simulation were well agreed with theoretical data and experimental data. The effects of cutting depth and feed speed on cutting force were larger than those of tool cutting edge angle and cutting speed [11]. Ganesh. S. Sonawane (2017) carried out an experimental research on distribution of cutting forces of super alloy Inconel 718 during high speed turning using two grades of ceramic inserts (KYS25 and KYS30) with three various nose radii. The result confirmed that using tool insert type KYS30 shape leads to good quality of surface and lesser cutting forces [12]. Anil K. Srivastava et al. (2017) expected the cutting forces during high speed machining of Ti-6Al-4V alloy using super-finished of cutting edge inserts. The cutting forces are expected perfectly using 2D finite element model using ABAQUS software. The results indicated that the expected cutting forces using FE simulation agree well with the measured forces. In addition, the predicted thrust force was less than 7%, which can be improved with the accurateness of considered shear angle [13]. Taric (2017) et al. investigated the cutting forces during turning of EN 90MnCrV8 steel using two types of inserts HM and CBN. The results illustrated that the vary of the cutting force against time is more significant for HM than for CBN insert where values are considerably lower [14]. Asit Kumar Parida and Kalipada Maity (2018) studied the effect of thermally assisted turning on three nickel base alloys (Inconel 718, Inconel 625 and Monel-400) using flame heating. Cutting force has been determined in both room and hot temperature conditions (300 C and 600 C). They noticed that there was significant decrease of cutting force for all three used nickel alloys in hot turning compared to machining at room temperature [15]. Zeqiri F(2018) studied the effects of parameters of cutting process on cutting forces based on Taguchi method. The used material was Inconel 625 for two cases with both heat treatment and without heat treatment using cutting coated carbide tool. Their results showed with the increase of cutting speed was caused decrease in the values cutting force and with the increase of cutting feed, cutting forces increase [16]. Xu Zhang (2018) investigated the machinability of Titanium alloy (TC21) during 3D finite element model of oblique machining process. It was obtained that the simulation results were agreed with the trials and it was observed that the cutting forces decrease with the increasing of rake angle [17].

The aim of this research is investigating the effect cutting parameters i.e. (cutting speed, feed rate, and depth of cut) on cutting force under dry hard turning process of Inconel 718 using 3D FE simulations based ABAQUS/explicit for orthogonal machining turning processes. Also the validation of obtained simulation data results was achieved by modeling the results of previous experimental study used in reference [15]. Then design of experimental (DOE) based Taguchi L9 design was used to obtain optimal cutting parameters.

II. FINITE ELEMENT MODELING OF TURNING PROCESS

Finite element analysis is a most beneficial method for the definition of variables in machining processes and it has been successfully utilized for metal machining simulations due to an agreeable of simulation results with measurements of process attributes. The current study is based on the implementation of finite element simulation for turning process. Once the model expanded for determination cutting force for turning operation, it can also be employed for other machining processes like milling, drilling and grinding.

In simulation of orthogonal cutting, the response cutting force is obtained due to the elastic and plastic deformation as well as friction force [1,5]. Produced cutting forces during cutting process have a immediate influence on generation of heat and consequently on accuracy and quality of machined surface and tool wear. The data of cutting forces for different cutting parameters assists the designer and manufacturer for rising the effectiveness of machine tools. The cutting forces effected by geometry of cutting tool, material of workpiece, cutting speed, depth of cut and feed rate. Therefore, in present work the magnitude of cutting force on the reference point of cutting tool was determined using FE modelings based on Taguchi design to search out optimal values of cutting parameters that generate lowest cutting force in turning process. The analyses are carried out using FEM/Abaqus (Dynamic explicit) software where it allows dealing with complex material models that include high plastic deformation like machining process. A nine models on the base of Taguchi design were made to estimate the effect of parameters on the cutting force during turning of Inconel718 with coated carbide insert. The constitutive models were suggested using Johnson - Cook. Friction coefficient between cutting tool and workpiece (and chip) is taken as 0.3µ. Fig. 1 shows the sequence of the steps of 3D ALE dynamic explicit modelling for both workpiece and cutting tool.
**A. Boundary conditions**

Model geometries for the workpiece and cutting tool insert were defined. Appropriate boundary conditions were applied to constrain the movement of the side and bottom faces of the workpiece as shown in the perspective Fig.2. Additionally, the cutting tool was constrained to move only in the x-direction and the boundary conditions applied in reference point. Also, new boundary condition has been used in each run input for the nine models due to changing of the cutting parameters i.e. speed, feed and depth of cut. Subsequently, the adaptive Langrangian Eulerian (ALE) formulation, mesh smoothing approach and thermo mechanical coupling were also defined. The workpiece was divided to many portions to reduce running time during simulation.

**B. Tool Modelling**

The tool geometry has a great influence on the cutting force on the machined workpiece, so it has been given a very keen importance in the model to design to tool geometry. In the Abaqus 3D analysis, cutting tool is assumed to be a rigid body with reference point. Table 1 reveals the geometric variables of the selected coated PVD tool. While the thermal and mechanical properties of cutting tool are given in Table 2. Finite element mesh of tool was modelled using 45 elements approximate global size (8µm). Hex-elements shape is used for the analysis. The distribution of mesh on the radius of cutting tool is finer to make the curve smoother and more accurate as shown in Fig.3. The mesh density just on the cutting plane is very fine this is intentionally done to increase the accuracy of the result in this zone. The used Element type was (C3D8R) with 8 nodes hexahedron coupled with reduced integration and hourglass control which are suitable for explicit dynamics analyses.

<table>
<thead>
<tr>
<th>sample</th>
<th>C</th>
<th>S</th>
<th>P</th>
<th>Al</th>
<th>Co</th>
<th>Fe</th>
<th>Mn</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>0.034</td>
<td>0.011</td>
<td>0.007</td>
<td>0.497</td>
<td>0.033</td>
<td>0.159</td>
<td>17.22</td>
</tr>
<tr>
<td>sample</td>
<td>Cr</td>
<td>V</td>
<td>T</td>
<td>Mo</td>
<td>Nb</td>
<td>W</td>
<td>Si</td>
</tr>
<tr>
<td>%</td>
<td>17.38</td>
<td>0.092</td>
<td>0.885</td>
<td>2.86</td>
<td>5.57</td>
<td>0.065</td>
<td>0.177</td>
</tr>
</tbody>
</table>

**Table 1: Geometric variables of the tool**

| Rake Angle, α | 7° |
| Noise radius (mm) | 1.2 |
| Type of coating | PVD |

**Table 2: Thermal and mechanical properties of cutting tool [18,19,20]**

| Elastic Modulus, E (GPa) | 800 |
| Poisson’s Ratio | 0.2 |
| Thermal Expansion (mm/m/m°C) | 4.7*10^{-6} |
| Thermal Conductivity (W/m°C) | 47 |
| Density (kg/m³) | 15000 |
| Specific heat (J/kg) | 203 |

**C. Workpiece Modelling**

In this study, the used workpiece material was Inconel718 alloy with the dimension of (6mm Length*2mmWidth). The mechanical, physical and thermal properties of the workpiece material are presented in Table 3 while Table 4 shows the chemical composition of the workpiece material that used in this study. The used element type is C3D8RT with 8 nodes hex, temperature displacement coupled element. ALE
adaptive meshing combined with pure Langrangian boundary condition was implemented to mesh the workpiece material domain with 4500 elements and global size (0.02µm). This element number was changed in every run of nine models due to the difference in the values of depth and feed. Fig. 3 represents the meshing for the finite element model.

Table 3 Mechanical, Physical and Thermal Properties of Inconel718 alloys at room temperature[18-20].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yield strength (MPa)</td>
<td>1310</td>
</tr>
<tr>
<td>Elastic modulus (GPa)</td>
<td>206</td>
</tr>
<tr>
<td>Ultimate tensile stress (MPa)</td>
<td>1375</td>
</tr>
<tr>
<td>Elongation (%)</td>
<td>25</td>
</tr>
<tr>
<td>Specific heat capacity (J/Kg.°C)</td>
<td>430</td>
</tr>
<tr>
<td>Thermal conductivity (W/m.°C)</td>
<td>11.2</td>
</tr>
<tr>
<td>Coefficient of thermal expansion (10^-6)</td>
<td>14.4</td>
</tr>
<tr>
<td>Melting range (°C)</td>
<td>1260-133</td>
</tr>
<tr>
<td>Density (Kg/m3)</td>
<td>8470</td>
</tr>
</tbody>
</table>

Table 4 The chemical composition of Inconel718 alloys

<table>
<thead>
<tr>
<th>Element</th>
<th>Mass fraction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>66.4</td>
</tr>
<tr>
<td>Cr</td>
<td>18.2</td>
</tr>
<tr>
<td>Fe</td>
<td>12.5</td>
</tr>
<tr>
<td>Ti</td>
<td>3.8</td>
</tr>
<tr>
<td>Al</td>
<td>2.5</td>
</tr>
<tr>
<td>Mo</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Fig 3. Meshing elements for the workpiece and cutting tool

Material Disruption of the finite element mesh is necessary for modelling chip formation, therefore besides the material model, the Johnson-Cook damage model was also applied in finite element simulation. This is a fracture model for ductile materials and consists of two phases, a damage initiation and a damage evolution phase. The Johnson-Cook damage model assumed is given in eq.(1):

\[ \sigma = \frac{\sigma_0}{1 + \left( \frac{T - T_m}{T_r - T_m} \right)^m} \]

where: \( \sigma \): Flow stress; \( \sigma_0 \): Yield stress constant; \( B \): Strain hardening coefficient; \( C \): Strain rate dependence coefficient; \( n \): Strain hardening exponent; \( \dot{\varepsilon} \): True strain rate; \( \dot{\varepsilon}_0 \): Reference true strain rate; \( m \): Temperature dependence coefficient; \( T \): Temperature; \( T_r \): Melting temperature; \( T_m \): Room temperature.

The Johnson-cook material constants of Inconel718 presented in Table 5. The value of friction coefficient between the tool and workpiece (\( \mu \)) was equal to 0.3 as coulomb friction model which was selected in all simulation runs.

### III. TAGUCHI DESIGN

The Taguchi L9 orthogonal array was selected to perform the simulation of cutting process. The machining controllable: cutting speed, feed rate, and depth of cut parameters were depended and their levels that were used during modelings are shown in Table 6. The L9 orthogonal array with three columns and nine rows was suitable for use in this research. In this work, analysis based on the Taguchi method is performed by utilizing the Minitab software to estimate the significant factors of the CNC turning process parameters on cutting force in workpiece analysis of the obtained data from the simulations. Analysis of Variance (ANOVA) was performed to understand the percentage influence of all the cutting parameters. Table 7 shows the cutting parameters in Taguchi L9 array in term arrangement. In Taguchi method, the analysis of variation is performed using Signal-to-Noise ratio (S/N). There are three S/N ratio criteria approaches of common interest for optimization as shown in Table 8. In this work, the objective is to minimize cutting force response so smaller is better was chosen for the response.

Table 5 Johnson-Cook material model constants for Inconel 718 [18,19,20]

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (MPa)</td>
<td>1241</td>
</tr>
<tr>
<td>B (MPa)</td>
<td>622</td>
</tr>
<tr>
<td>C</td>
<td>0.01</td>
</tr>
<tr>
<td>n</td>
<td>0.65</td>
</tr>
<tr>
<td>m</td>
<td>1.3</td>
</tr>
<tr>
<td>Tr (°C)</td>
<td>20</td>
</tr>
<tr>
<td>Tm (°C)</td>
<td>1297</td>
</tr>
</tbody>
</table>

Table 6. Cutting parameters with their levels

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Machining parameters</th>
<th>U nive</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>v</td>
<td>Cutting speed</td>
<td>m/min</td>
<td>60</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>f</td>
<td>Feed rate</td>
<td>mm/rev</td>
<td>0.05</td>
<td>0.15</td>
<td>0.25</td>
</tr>
<tr>
<td>d</td>
<td>Depth of cut</td>
<td>mm</td>
<td>0.2</td>
<td>0.25</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 7. Taguchi L9 array in term of cutting parameters.

<table>
<thead>
<tr>
<th>Run. no</th>
<th>Cutting speed(m/min)</th>
<th>Feed rate(mm/rev)</th>
<th>Depth of cut(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>0.05</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>0.15</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>0.25</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>0.05</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>0.15</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>80</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>0.05</td>
<td>0.25</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>0.15</td>
<td>0.3</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>0.25</td>
<td>0.2</td>
</tr>
</tbody>
</table>
Table 8. Criteria of S/N ratio

<table>
<thead>
<tr>
<th>Goal</th>
<th>S/N Ratio Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal -is-best</td>
<td>( S/N = 10 \log \left( \frac{1}{\sum Y_i^2} \right) )</td>
</tr>
<tr>
<td>Larger-is-better(maximize)</td>
<td>( S/N = -10 \log \left( \frac{1}{\sum Y_i} \right) )</td>
</tr>
<tr>
<td>Smaller-is-better(minimize)</td>
<td>( S/N = -10 \log \left( \frac{1}{\sum Y_i^2} \right) )</td>
</tr>
</tbody>
</table>

IV. RESULTS AND DISCUSSION

A. Validation of simulation results

The results of modeling were validated by comparing the cutting forces between the simulation results and the experimental results of the previous study [15]. The first model has been built on the base of same cutting conditions that used in the previous experimental study of the reference [15] in order to confirm the reliability of the simulation results. In this model, the input cutting parameters data were cutting speed at 100 m/min, feed rate at 0.13 mm/rev, depth of cut at 0.5 mm and heating temperature at 30 °C. Fig. 4 shows the results of the model using Abaqus dynamic explicit simulation. It can be concluded from Fig. 4 that there was good agreement between the published experimental results and simulated results for the cutting forces.

B. Cutting force analysis:

Nine 3D simulation models were performed using the selected cutting parameters on the base of Taguchi L9 design. From 3D simulations, the magnitudes of the resultant cutting force (Fc) in reference point of cutting tool were obtained as shown in Fig. 5. Then the simulation data of cutting force were analyzed depending on signal to noise ratio (S/N) and the ANOVA analysis. The cutting force must be smaller as possible to reduce the power required to operation, therefore the quality characteristic "smaller is better" was considered to study the effect of cutting parameters on the cutting force. Table 9 shows the simulate results of workpiece cutting force along with S/N ratio.

![Fig. 5. Simulation results of resultant cutting forces and von Mises stresses](image)

Table 9: Corresponding S/N ratio for the cutting force

<table>
<thead>
<tr>
<th>Run no</th>
<th>v(m/min)</th>
<th>f(mm/rev)</th>
<th>d(mm)</th>
<th>Fc(N)</th>
<th>S/N ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>0.05</td>
<td>0.2</td>
<td>100</td>
<td>-40.0000</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>0.15</td>
<td>0.25</td>
<td>137</td>
<td>-42.7344</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>0.25</td>
<td>0.3</td>
<td>177</td>
<td>-44.9595</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>0.05</td>
<td>0.3</td>
<td>144</td>
<td>-43.7504</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>0.15</td>
<td>0.2</td>
<td>121</td>
<td>-41.6557</td>
</tr>
<tr>
<td>6</td>
<td>80</td>
<td>0.25</td>
<td>0.25</td>
<td>139</td>
<td>-43.4637</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>0.05</td>
<td>0.25</td>
<td>97</td>
<td>-40.9065</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>0.15</td>
<td>0.3</td>
<td>127</td>
<td>-42.0761</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>0.25</td>
<td>0.2</td>
<td>106</td>
<td>-41.2892</td>
</tr>
</tbody>
</table>

Fig. 6 depicts the main effect plot for S/N ratio on the cutting force. Based on the results observed in Fig 6 the optimal machining parameters that produce minimum value of cutting force are A1B2C3 i.e. (cutting speed 100m/min, feed rate 0.05 mm/rev and depth of cut 0.2 mm). An increase in the depth of cut lead to increasing cutting force and the energy required. With the increase in depth of cut chip thickness become significant which causes more material to deform that requires more cutting force to cut the chip [6,7,9,11,12,16]. Further, if the feed rate increases the section of the sheared chip increases because the metal resists the rupture more and requires larger efforts for chip removal which subsequently increases the resultant cutting force[8,10,16].

Normal probability plot is represented in Fig. 7 was obtained to ensure that the data is normally fit distributed. It can be seen from Figure 7 that the data points fitted lie on the straight line or are closer to line which validates the normality distribution of the simulate data. The mean S/N ratio at each level of cutting parameters was computed by taking arithmetic mean average of S/N ratio at the selected level. Table 10 shows the mean S/N ratio for all nine models. Table.11 shows the ANOVA results for cutting force and the contribution of each machining parameters. It is clear from the results of Table 10 that the depth of cut
is dominant factor affecting cutting force where its contribution is (48%). The second factors effecting cutting force is cutting speed where its contribution is (23%). While feed rate has least effect on temperature where its contribution (21%).

The final regression equation for cutting force $F_c$ in term of actual factors is given by the equation (2):

$$F_c = 62.5 - 0.700v + 135.0f + 403.3d \ldots \ldots (2)$$

Fig. 8 reveals the comparison between the simulation and predicted values of cutting force which were obtained from regression equation 2. It can be observed from Figure 8 that the predicted and simulate values are very close to each other and this refers that there is a very good relation between predicted and simulation results.
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