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Abstract : Data mining have been used in real time applications due to its artificial intelligence nature. Data mining is 

highly used in medical domain as it helps in making better predictions and supports in decision making. It also supports 

physicians in developing better diagnostic treatments. We have used Data mining to analyze Zika virus disease which leads to 

many deaths in South Africa & America. Zika virus is very fatal and spreads due to virus transmitted primarily by Aedes 

Mosquito. In this research work we have worked on tree based mining algorithms and further improvement is done by using 

filters which removes noise from the dataset. In this we worked on J48, decision tree, SVM & Random forest algorithms and 

indicate Experimental results. 
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1 Introduction 

 

Data mining is the process of getting interesting and relevant information from huge data which is stored in repositories. Data 

mining process is used to discover, examine and mine useful data using various algorithms [3]. 

In healthcare organizations, data mining is highly used so as to extract useful information from patient's raw data which helps 

in intelli gent discussion making and helps the physicians in diagnosis of disease[1,12] likewise in this paper we have depicted 

the spread of Zika virus & its symptoms for the disease, generated few graphs for purpose of vizualisation & the statistics 

obtained serves the purpose of obtaining knowledge from the processed data by applying the concepts of Data miningData 

mining can be consequently branching off into sub processes that consist of selecting data preprocessing ,transformation, data 

mining and finally interpreting data. Data Mining is also known as Knowledge Discovery of Data (KDD)[8]. 

 

fig 1: Data mining process 

 

Steps involved in the Data mining process can be depicted by 

Steps followed in Data mining process: 

Step 1: Data selection in this data which is required for our application domain is selected. Relevant data is retrieved from 

data repositories. Medical data can gathered from various health records of patients also it can be frequently obtained from 

various health care centers [7] 

Step 2: After selecting the data, Data preprocessing is done in which ambiguous data is handled; data is converted 

into specific formats and deals with missing values [5] 

Step 3: Transformation of data in which unstructured data is handled and data is converted into structured and in numeric form. 
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And data is mined using various functions & algorithms to extract hidden information. 

Step 4: After mining results are evaluated, and visualized in form of graphs which helps in making better interpretations 

[6] In health care, mining is all about extracting and analyzing 

The patient’s conditions which helps in making assured predictions so as to raise the accuracy of diagnosis [9] 

In medical domain, classification technique is widely used. Classification gives step by step guide to build a classifier model 

using on training data, and the model is tested using the test data and helps in making predictions 
[2]

. In this we compare the 

classification of various tree based algorithms(SVM, Random forest and J48). 

 

Classification is process examining the attributes of each instance and assigning it to one of a predefined class label 
[4] 

In this 

classifIcation is done based on the symptoms and other factors and predict either patient is died of Zika virus ,it has widely 

spread in areas around the rain forests of Central Africa. Zika virus has been the leading cause of death in South European 

countries. In 2014, there was 90% death rate due to this virus. There is great need of mining, as handling patients in these 

situations is very difficult and to get efficient results mining is very helpful. The virus transmits primarily through the Aedes 

mosquitoes infecting persons. 

 

Vaccines for the cure of Zika virus are under progress but variety of blood, immunological and therapies are given to infected 

person. Also supportive cares with rehydration, symptoma t ic treatments are given 
[10,11] 

Data mining methods applied to the 

datasets to find out relations and patterns that are useful in understanding the evolution of disease 
[16] 

In this paper, we 

evaluated the performance measures using tree based classifIcation algorithms. The aim is to evaluate the performance of 

various classifiers and improvement is made by using unsupervised filters and further fusion of algorithm is done so as to make 

better prediction. In this research work we worked on machine learning WEKA tool we generated the decision tree. 

 
 

fig 2: Causes  for zika virus 

2. RELATED WORKS 

 

Rahman et al.
[1]

classified Zika affected patients into various categories according to their health conditions. And various 

decision tree models are developed and compared and predictions are made using the efficient decision tree model. Robu et 

a1
[2] 

have analyzed medical data using various data mining algorithms on 4 differe nt datasets and improvements are made so 

as to make better predictions. 

 

Datasets include: 

 

1. Spread of Zika virus across countries of North America 

2. Symptoms of Zika virus affected cases. 

 

A min et al.
[3]

have discussed data mining and analyzed the Zika affected patients. In, this paper we have discussed and 

compared various data mining algorithms and performances of these algorithms are evaluated.Nookala et al. [8] used various 

classification t ion algorithms to predict Zika on basis of gene 

expression data. And performance is evaluated when worked against 2 different Zika virus datasets. Bahramirad et al. [9] 

worked on real datasets using various classification algorithms and performance is evaluated on basis of various parameters 
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like accuracy, precision and recall and various techniques in order to improve the results.Zandi et al.[12] presented decision 

support framework in health care domain.Farid et al.[15] has ] has proposed hybrid algorithm in order to enhance the accuracy 

of classifiers and worked on 10 real datasets. Mohamed et al. worked on various classification algorithms and performance is 

evaluated. Zhao et al. [16] has presented general data mining framework. 

 

3. METHODOLOGY: 

Step 1: Information gathering(ZIKA virus) 

Zika virus disease (Zika) is a disease caused by Zika virus that is spread to people primarily through the bite of an infected 

Aedes species mosquito. The most common symptoms of Zika are fever, rash, joint pain, and conjunctivitis (red eyes). The 

illness is usually mild with symptoms lasting for several days to a week after being bitten by an infected mosquito. People 

usually don’t get sick enough to go to the hospital, and they very rarely die of Zika. For this reason, many people might not 

realize they have been infected. Once a person has been infected, he or she is likely to be protected from future infections. Zika 

virus was first discovered in 1947 and is named after the Zika forest in Uganda. In 1952, the first human cases of Zika were 

detected and since then, outbreaks of Zika have been reported in tropical Africa, Southeast Asia, and the Pacific Islands. Zika 

outbreaks have probably occurred in many locations. Before 2007, at least 14 cases of Zika had been documented, although 

other cases were likely to have occurred and were not reported. Because the symptoms of Zika are similar to those of many 

other diseases, many cases may not have been recognized. 

Symptoms: 

Most people infected with Zika virus won’t even know they have the disease because they won’t have symptoms. The most 

common symptoms of Zika are fever, rash, joint pain, or conjunctivitis (red eyes). Other common symptoms include muscle 

pain and headache. The incubation period (the time from exposure to symptoms) for Zika virus disease is not known, but is 

likely to be a few days to a week.Areas with active mosquito-borne transmis s ion of Zika virus:Prior to 2015, Zika virus 

outbreaks occurred  in areas of Africa, Southeast Asia, and the Pacific Islands. 

In May 2015, the Pan American Health Organization (PAHO) issued an alert regarding the first confirmed Zika virus 

infections in Brazil. 

Currently, outbreaks are occurring in many countries. Zika virus will continue to spread andit will be difficult to determine 

how and where the virus will spread over time. 

Step 2: Framing  of dataset (ZIKA virus) 

 

Symptoms and countries of spread of ZIKA virus are taken as attributes and data is collected then designed data in excel 

sheet by retrieving as(.csv extension) pie charts, box plots are designed. 

 

fig 3: Spread of “ZIKA” virus across countries of North USA 

The above dataset comprises of data regarding spread of zika virus across various 

countries of North America that happens by 2 modes, they are: 

1. Locally transmitted cases 

2. Travel  associated cases 
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Step 3: Applying algorithms on ZIKA dataset 

Various algorithms like Random forest is been applied on the Zika virus dataset collected in this paper. The outcomes obtained 

are 

: 

Generated Confusion matrix 

Time  taken for  generating the Random forest. 

 

fig 4: Generated Confusion matrix 

To create confusion matrix following steps are followed: 

#create ZIKA dataset obs=c(sample(c(0,1),20,replace=TRUE),NA); obs = obs[order(obs)] 

pred = runif(length(obs),0,1); pred = pred[order(pred)] 

#calculate the confusion matrix 

confusion.matrix(obs,pred,threshold=0.5) 

where the parameters are described as: 

obs a vector of observed values which must be 0 for absences and 1 for occurrences pred a vector of the same length as obs 

representing the predicted values. Values must be between 0 & 1 prepresentinga likelihood. 

Value 

Returns a confusion matrix (table) of class 'confusion.matrix' representing counts of true & false presences and absences 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

fig 4: Computing Confusion matrix 
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Confusion matrix  with a 2x2 table with notation: 

 

 

 

Predicted Event  No Event 

Event A  B 

No Event C  D 

Table no 1: events predicted from dataset 

 

The formulas used to compute the confusion matrix are: 

Sensitivity = A/(A+C) Specificity = D/(B+D) Prevalence = (A+C)/(A+B+C+D) PPV = (sensitivity * 

Prevalence)/((sensitivity*Prevalence) + ((1-specificity)*(1-Prevalence))) NPV = (specific ity* (1-Prevalence))/(((1-

sensitivity)*Prevalence) + ((specificity)*(1-Prevalence))) Detection Rate = A/(A+B+C+D) Detection Prevalence = 

(A+B)/(A+B+C+D) 

Balanced Accuracy = (Sensitivity+Specificity)/2 Step 4: Obtaining decision tree for ZIKA country travel associated cases 

basing on frequency 

 

Creating, Validating and Pruning Decision Tree in R To create a decision tree in R, we need to make use of the functions 

rpart(), or tree(), party(), etc. rpart() package is used to create the tree. It allows us to grow the whole tree using all the 

attributes present in the data. 

 

4. Conclusion 

 

Data Mining is gaining its popularity in almost all applications of real world. One of the data mining techniques i.e., 

classification is an interesting topic to the researchers as it is accurately and efficiently classifies the data for knowledge 

discovery. Decision trees are so popular because they produce human readable classification rules and easy to interpret than 

other classification methods. Frequently used decision tree classifiers are studied and the experiments are conducted to find the 

best classifier for Zika Diagnosis. The experimental results show that SVM is the best algorithm for classification of Zika virus 

dataset. It is also observed that SVM performs well for classification on medical data sets of increased size 
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