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Abstract   

     Tollbooths in India generally employ a purely visual 

system of vehicle classification.  However this causes a 

huge loss of revenue to the firms operating the 

tollbooths due to rampant malpractices and 

discrepancies. In the proposed approach, License Plate 

recognition is used, which is one of the techniques used 

for vehicle identification purposes. The sole intention of 

this project is to find the most efficient way to recognize 

the registration information from the digital frames 

captured from camera. This process usually comprises 

of three steps. License plate localization Segmentation 

of the characters and Recognition of the characters 

from the license plate. Once recognized the surveillance 

system analyzes the result and produce the proper 

summary regarding the object. So that we can easily 

identify the vehicle is proper or not. In this paper we 

propose an efficient license plate recognition system 

that first detects vehicles and then retrieves license 

plates from vehicles to reduce false positives on plate 

detection. Then, we apply convolution neural networks 

to improve the character recognition of blurred and 

obscure images. The experimental results show the 

superiority of the performance in both accuracy and 

performance in comparison with traditional license 

plate recognition systems. 
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I. INTRODUCTION 

      License Plate Recognition (LPR) has been widely 

used in many traffic applications such as smart parking 

system, traffic toll system, and security system. In 

recent years, LPR has played a crucial role in the 

development of smart cities as a surveillance system for 

vehicle management, investigation of stolen vehicles 

and traffic monitoring. Although LPR has been 

successfully applied to environment-controlled smart 

parking systems, it still faces many challenging in the 

surveillance system such as congested traffic with 

multiple plates, ambiguous signs and advertisements, 

tilting plates, as well as obscure images taken in bad 

weather and nighttime. These variations result in false 

positives on plate detection and poor LPR accuracy. To 

solve these problems, we propose an efficient 

hierarchical methodology for license plate recognition  

 

system that first detects vehicles using deep learning 

techniques and then retrieves license plates from 

detected vehicles to reduce false positives on plate 

detection. Then in the final stage, we propose a LPR 

convolution neural networks (LPRCNN) to improve the 

character recognition of blurred and obscure images. 

Experimental results show that the methodology 

achieves. 96.12% of vehicle detection rate and 94.23% 

of plate detection rate. Using LPRCNN, we achieve 

99.2% of character recognition accuracy. This 

methodology shows the superiority in both accuracy 

and performance in comparison with traditional license 

plate recognition systems. 

 

Abbreviation - LPRCNN – License Plate Recognition 

convolution neural networks 
 

II. DESIGN AND IMPLEMENTATION 
 

        For this project, Conventional license plate 

recognition system has three stages, including license 

plate localization, character segmentation, and character 

recognition. The first stage of license plate localization 

belongs to the object detection approach, including 

object localization, feature extraction, and image 

classification in three stages. Since images may have 

many different sizes of objects, conventional object 

detection approaches such as Deformable Parts Models 

(DPM) use different sized sliding windows to scan the 

entire image to obtain candidate localizations. And 

then, object features are extracted from candidate 

localizations using scale-invariant feature transform 

(SIFT). Finally, the object features obtained by SIFT 

are submitted to the support vector machines (SVM) for 

classification. The approach of sized sliding windows 

causes a lot of unnecessary computation. To reduce 

unnecessary computations, the regional CNN (RCNN) 

first predicts about 2,000 to 3,000 regional proposals 

through selective search, then adopts CNN models to 

extract features from regional proposals and finally 

completes classification by SVM. After the 

classification is completed, RCNN optimizes the 

detection results through the 
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Fig.1.Only using SVM leads to many false positives 

 

bounding-box regression. The RCNN has two major 

drawbacks. The first is that the RCNN requires each 

region proposal to pass the CNN forward, resulting in a 

large amount of repetitive computations for each single 

image. The second disadvantage is that it has to train 

three different models separately. ACNN that generates 

image features, a classifier that predicts classes, and are 

gression model that refines the bounding boxes. This 

makes RCNN extremely difficult to train. YOLO treats 

object detection as a single regression problem. YOLO 

adopts a single CNN model and uses entire images in 

training and testing phases, so YOLO has better 

detection accuracy on the images with complex 

backgrounds. A typical YOLO can have 45 FP Sona 

single NVIDIA Titan X GPU and a lightweight version 

of 150 FPS. Compared with the sliding window and 

region proposals approaches, YOLO has better 

accuracy and performance. 

 
Fig.2. YOLO Detection 
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III. RELATED WORKS 

A. Vehicle Detection 

         To accommodate the complexity of images taken 

from cameras in crossroads, we propose to first detect 

vehicles and then detect plate on the vehicles. This 

method can avoid misidentifying traffic signs or 

advertisements as license plates. Traditional object 

detection methods such as RCNN and Fast-RCNN, are 

based on sliding windows or selective search to find 

possible targets, and then use CNN or other methods to 

determine whether the targetisan object. Due to the size 

and complexity of photos taken on roads, the use of a 

sliding window can be very time-consuming and can 

easily catch the wrong information. In this paper, we 

adopt YOLOv2 to detectvehicles.TheDarknet-19model 

adopted by YOLOv2 has 19 convolutional layers and 5 

max pooling layers. YOLOv2 first extracts features, 

reduces dimensions, and performs compression for an 

entire image usingthe19convolutionallayersand5max 

pooling layers. The original images are reduced to 7*7 

or 13*13. Then, YOLOv2 directly performs object 

recognition and predicts object positions on the reduced 

images. Compared with the Faster RCNN and SSD 

(Single Shot Multi Box Detector) YOLOv2 is the most 

efficient real time object detection approach, which has 

higher recognition rate and processing 

speed.Inourexperiments,YOLOv2 

hasanaverageof96.12% detection rate for detecting 

vehicles. Fig. 3 shows that after 

usingYOLOv2tolocatevehiclepositions, many false 

positive vehicle license plates were eliminated. 

 

B. License Plate Localization 

        After Capturing vehicles, we adopt the SVM to 

detect vehicle's license plates. SVM is a supervised 

learning method used for classification and regression 

analysis. We use the SVMOA Rone against rest 

architecture with the HOG values of an image as 

features to train a classifier. In order to identify license 

plates correctly, we need to train a classifier that can 

classify license plates and non-license plates. We have 

to prepare positive and negative samples during the 

training phase. The positive samples are the license 

plates and the negative samples are the vehicle's regions 

without license plates. Due to the reduced complexity 

of the negative samples, the recognition rate of license 

plate increased. 

 
(A)                          (B) 

Fig.3. an example of a detected vehicle license plate, (b) a 

binarized plate 
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C. Character Segmentation 

          After capturing license plates, we have to cut out 

the area outside the characters, filter out noise, and 

divided it into single characters for later identification. 

Fig. 4a shows an example of a detected license plate. 

The process of character segmentation consists of 

several steps. First, the captured image is converted to 

grayscale and then binarized to eliminate noise. The 

noise-removed binarized plate. Then, we perform a 

horizontal projection of the license plate image to 

determine the position of the characters arranged on the 

license plate. The upper and lower borders are removed 

by horizontal projection. Finally, we perform a vertical 

projection on the license plate image to determine the 

position of each character and then divide it into single 

characters. 

D. Character Recognition 

       In the final stage, we propose a LPRCNN model to 

identify blurred and skewed characters .The proposed 

LPRCNN model is composed of two convolution 

layers, two max pooling layers, two fully connected 

layers, and one output layer. The output layer contains 

34 neurons to correspond to the 34 plate characters. 

 
Fig.4.eliminating the upper and lower borders by 

horizontal projection 

Fig.5. Separating characters by vertical projection 

 

Fig.6.blurred and skewed characters 

IV. RESULTS 

      In this paper we describe our experiments in three 

parts. In the first part, we use coco 2017 dataset to train 

a YOLOv2 model for vehicle detection, including cars 

and trucks. The vehicle detection rate is 96.12%. After 

vehicles are detected, the detected regions of interest 

(ROI) of the vehicles will be transmitted to the next 

stage for license plate detection. In the second part, we 

prepare 1,779 positive plate samples and 5,401 negative 

samples to train an SVM classifier for detecting license 

plates. All the samples in this experiment are standard 

license plates captured on the roadside. After plates are 

detected, the ROI of the plates are delivered to the next 

stage for character segmentation and recognition. 

License plate characters consist of the alphabet A-

Z,exceptfor“I”and“O”,andthenumberis0-9,atotalof34 

characters. In the third part, we prepare 14,627 labeled 

samples, of which 60% are training samples and 40% 

are testing samples, to train the LPRCNN model. In our 

experiments, the LPRCNN model achieves 99.2% 

accuracy on blurred and skewed characters. However, it 

still face the challenges of recognizing similar 

characters such as “B” and “8”, and “U” and “0”. The 

experimental results show that the accuracy of using 

only the SVM is very low because many false positive 

plates are detected. On the other hand, using YOLO and 

SVM significantly improves the accuracy because 

many false positive plates are filtered. In general, 

increasing the sensitivity of license plate detection will 

increase there call rate, but the precision rate will 

decrease as false positives increase. Our proposed 

architecture can reduce false positives and increase 

precision rate in high-sensitivity with no change in 

recall rate. And then, using the LPRCNN architecture to 

identify the license plate characters, the overall license 

plate recognition system has good accuracy. 

 

V. CONCLUSION 
 

     In this paper, we have proposed an efficient 

hierarchical license plate recognition system. The 

integration of YOLOv2 model and SVM can capture 

license plates with high accuracy. The LPRCNN model 

also has high accuracy in character recognition. 

Experimental results show the superiority of the 

proposed license plate recognition system in both 

accuracy and performance. 

 

 

Fig.7.the proposed LPRCNN for   license plate character 

recognition 
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