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Abstract 
        Opinion mining is a Natural language processing 

task that identifies the user's review in the form of 

positive, negative or neutral. The sentiment analysis 

involves the three levels, document level, sentence level 

and aspect level. The existing algorithms work only at 

the sentence level or document level at a time.  To 

improve the Aspect level combined with sentence level 

analysis the supporting vector machine algorithm is 

proposed. A Web software is developed that takes the 

product dataset from the admin and the products are 

viewed by the user and their reviews are taken as 

comments. The opinion words in the text format and the 

emoticons are given in the form of input to the analysis. 

SVM is used to verify the each and every feature of the 

particular product opinion. The basic aspects of any 

product include color, quality, cost and particular 

model .The kernel function in the supporting vector 

machine is used to analyze the degree of positivity of 

the opinion words and the emoticons .Based on the 

degree the amount of positive, negative and neutral 

comments for the product and for every aspect of the 

particular product is made available to the admin. The 

software provides the analysis of large number of 

comments and provides the chart regarding all the 

aspects of the product. This approach is mainly to 

combine the sentence level and aspect level along with 

the identification of the emoticons used in the general 

commenting by the people.SVM algorithm is mainly 

specialized for processing the images and the accuracy 

is very high and simple to implement. This software 

involves the combined approach of the levels in 

sentiment analysis and used in evaluating the pros and 

cons in a product from the perspective of the user. The 

comments in all the formats are processed to provide 

easily interpretable output for the development of the 

business. Both the users and admin are benefitted by 

providing quality products and by understanding all the 

aspects of a product. 
 

I.INTRODUCTION 
 

       Natural Language Processing is a field that covers 

computer understanding and manipulation of human 

language.  They are characterized as a hard problem in 

computer science. Human language is rarely precise, or 

plainly spoken. To understand human language is to  

 
 

understand not only the words, but the concepts and 

how they are linked together to create a meaning. 

Despite language being one of the easiest things for 

humans to learn, the ambiguity of language is what 

makes natural language processing a difficult problem 

for computers to master. One of the way for computers 

to analyze, understand, and derive meaning from 

human language in a smart and useful way. Developers 

can organize and structure knowledge to perform tasks 

such as automatic summarization, translation, named 

entity recognition, sentiment analysis, relationship 

extraction, speech recognition, and topic segmentation. 

It  relies on machine learning to automatically learn  by 

analyzing a set of examples and provides statistical 

inference. 

Existing system has the capability to analyze either in 

sentence or aspect level. For together level of analysis 

we have introduced in our proposed  work Support 

Vector Machines (SVMs), also called support vector 

networks are supervised learning models with related 

learning algorithms that evaluate data and recognize 

patterns which are used for classification and regression 

analysis. For given a group of coaching examples SVM 

marked for one among 2 classes, Associate in Nursing 

SVM training formula builds a model that assigns new 

examples into one among the 2 class, creating it a non-

probabilistic binary linear classifier. Associate in 

Nursing SVM model could be an illustration of the 

examples as points in house, mapped so the samples of 

the separate classes area unit divided by a transparent 

gap that's as wide as attainable. New examples area unit 

then mapped into that very same house and foretold to 

belong to a class supported that aspect of the gap they 

fall on. The decision boundaries are driven directly 

from the training data so that the separating margins of 

decision boundaries are maximized in the high-

dimensional space called feature space in training 

SVMs. This learning strategy is based on statistical 

learning theory which minimizes the errors in 

classification of the training data and the unknown data. 

SVMs offer advantages over other types of classifiers. 

SVMs are free of the optimization headaches of neural 

networks because they present a convex programming 

problem. It guarantees for finding a global solution. 

These classifiers are much faster to evaluate than 

density estimators, as they make use of only the 
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relevant data points, instead of looping over each point 

regardless of its relevance to the decision boundary 

.The Support Vector Machine can be viewed as a kernel 

machine. A kernel is a similarity function. 

 

II.RELATED WORK 

       Paper Title(Author name,Publication name,year of 

publication) 

Mining and summarizing customer reviews(Minquing 

Hu and Bing Liu-2018)“WordNet using  Navie Bayes” 

technique is used in this paper.It is an online lexical  

reference system with human of lexical memory and it 

based on probabilistic classifier. 

A. Merits 

        The opinion in the review are identified and the 

opinion are classified as positive or negative easily.  

 

B. Demerits 

         Word net affect was not good due to very small 

coverage of lexicon 

 

1. Supervised and unsupervised aspect category 

detection for sentiment analysis with cooccurence 

data(Kim schouten-2017) 

“sentiment analysis” by decision tree technique is used 

in this paper.In this machine learning,the supervised 

learning task of inferring function from labeled training 

data  but in this unsupervised learning draw inferences 

from dataset without labeled response able to handle the 

complex task also. 

 

A. Merits 

        This  proposed approaches accomplish very good 

results. 

 

B. Demerits 

          A sensible limitation in this technique is that it 

needs multiple parameter. 

 

2.  A Holistic Lexicon-Based approach to opinion 

mining(Xiaowen Ding-2017) 

“Lexicon based approach” technique is used in this 

paper.Two main approach for sentiment analysis it 

involves calculating sentiment from the sentiment 

orientation of word or phrases that occur in text.In this 

each word is assign with values based on this value it 

classify the word either positive or negative.Opinion 

mining use of natural language preprocessing ,text 

analysis and so on. 

 

A. Merits 

      Product review dataset was highly effective in this 

method. 

 

B. Demerits 

       Muliple  conflicting opinion words in sentence was 

not efficient. 

 

3. Movie review mining:a comparison between 

supervised and unsupervised classification 

approaches(Lina Zhou,Pimwadee chaovalit-2017) 

“Machine learning”  technique is used in this paper.In 

this both the supervised and unsupervised learning is 

used and it based on comparison approach. 

 

A. Merits 

      The  technique is not more efficient when compare 

to others. 

 

B. Demerits 

          Performance of this system is very poor. 

 

4. Opinion mining of movie reviews at document 

level(Richs Sharma,Shweta nigam and rekha jain-

2016) 

“Natural language preprocessing” technique is used in 

this paper.It provide information about overall 

subjective the given opinion is positive or negative or 

neutral so it is difficult to identify the opinion 

separately. 

 

A. Merits 

          Used in finding the frequent featuresfrom review 

dataset used for opinion mining. 

 

B. Demerits 

         It provide negative comments but cannot identify 

the frequent based solution. 
 

III. PROPOSED WORK 

FLOW DIAGRAM 
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A. Registration  

          This module is designed for new users who visit 

this project to buy software. The new user has to 

register with the proper details. This system requires a 

proper user authentication for accessing the features 

behind in this system.  For getting the rights to access 

the features users have to register their identity to this 

system.  Once registered the system will provides the 

accessibility rights to the users to work in this system.  

 

B. Login 
       This module is designed for login. From this page 

only the user can navigate to project. Only the 

authorized person can enter by giving valid 

information. If the user provides the invalid information 

then permission denied navigating to other pages. This 

authentication module concentrates the security of the 

project from the unauthorized users. 

 

C. Product Upload 

        In this Add Product module, product id, pname, 

category, description, image files will be uploaded in 

the admin. The admin is the only person has the rights 

to upload their files in the database. In other side, the 

user will search for the product. If there is any admin 

product uploads with unwanted product the files will be 

deleted as well as the product will be blocked.  

D. View product  

The view module used to view the product 

which is uploaded already in the product. The uploaded 

product are maintains securely in the data, it can be 

view at any time only by the authorized users. The 

product can view their different product which are 

uploaded by them and also the user can also view the 

product from user for view the items. 

 

E. Post opinion sentence level & aspect level 

1. Sentence Level 

      In this module sentiment embedding as features to 

sentiment level sentiment classification. This helps us 

to investigate whether sentiment embedding is capable 

of capturing discriminative features for classifying the 

polarity labels (e.g. thumbs up or thumbs down) of text. 

Sentiment embedding as features for sentiment 

classification. We then describe experimental settings 

and empirical results. It is a supervised learning 

framework for sentiment classification of sentences. 

Instead of using hand-crafting features, use sentiment 

embeddings to compose the feature of a sentence. The 

sentiment classifier is built from sentences with 

manually annotated sentiment polarity. Specifically,  a 

semantic composition based framework to get sentence 

representation. The basic idea is to compose sentence 

level features from sentiment embeddings of words. We 

conduct binary classification (positive vs negative) on 

SemEval dataset as the sentiment embeddings are 

trained with only positive and negative sentiment 

supervisions. 

2.  Aspect Level  

         In this method fine grained analysis is performed. 

The main focus is on aspect and feature terms of the 

product. Outcome of this approach is to discover 

sentiments on feature of items. Mostly of the current 

approaches tries to determine overall sentiment of the 

sentence regardless the attributes and features of target 

entity (e.g. mobile phones, laptops) and their attributes 

(size, memory, screen, camera). In aspect based 

sentiment analysis polarity for each aspect is 

determined. This innovates entirely new way to analyze 

the data. Aspect Based Sentiment Analysis determines 

the aspects of each entity which is used in indicating the 

sentiments. Aspect Based Sentiment Analysis have 

wide varieties of applications in different fields like 

travels, services, movie reviews, restaurants and 

computers. It uses text that is expressed in various ways 

like comments, feedbacks, forum reviews, messages 

and discussions.  



SSRG International Journal of Computer Science and Engineering (SSRG–IJCSE) –Special Issue ICMR Mar 2019 

ISSN: 2348 – 8387                        http://www.internationaljournalssrg.org  Page 12 

3. Algorithm 

          Support vector machines (SVMs), also called 

support vector networks are supervised learning models 

with related learning algorithms that evaluate data and 

recognize patterns which are used for classification and 

regression analysis. For given a group of coaching 

examples SVM marked for one among 2 classes, 

Associate in Nursing SVM training formula builds a 

model that assigns new examples into one among the 2 

class, creating it a non-probabilistic binary linear 

classifier. Associate in Nursing SVM model could be 

an illustration of the examples as points in house, 

mapped so the samples of the separate classes area unit 

divided by a transparent gap that's as wide as attainable. 

New examples area unit then mapped into that very 

same house and foretold to belong to a class supported 

that aspect of the gap they fall on. 

The decision boundaries are driven directly from the 

training data so that the separating margins of decision 

boundaries are maximized in the high-dimensional 

space called feature space in training SVMs. This 

learning strategy is based on statistical learning theory 

which minimizes the errors in classification of the 

training data and the unknown data. 

SVMs offer advantages over other types of classifiers. 

SVMs are free of the optimization headaches of neural 

networks because they present a convex programming 

problem. It guarantees for finding a global solution. 

These classifiers are much faster to evaluate than 

density estimators, as they make use of only the 

relevant data points, instead of looping over each point 

regardless of its relevance to the decision boundary. 

The Support Vector Machine can be viewed as a kernel 

machine. A kernel is a similarity function. It is a 

function that provide to a machine learning algorithm. 

This function takes two inputs and spits out how similar 

they are. 

 

There are different kernels of SVM:  

 

a. Polynomial Function  

          The polynomial kernel looks at the given features 

of input samples to determine their similarity, also 

combinations of these. Such combinations are known as 

interaction features, in the framework of regression 

analysis. The implicit feature space of a polynomial 

kernel is similar to that of polynomial regression, but 

without the combinatorial altercation in the number of 

learned parameters. When the input features are binary-

valued or Boolean-valued, then the features correspond 

to logical combinations of input features. 

For degree-d polynomials, the polynomial kernel is 

defined as 

 

b. Linear kernel  

        The linear kernel is good when there are a lot of 

features. Because of mapping the data to a higher 

dimensional space does not really improve the 

performance. In text classification, both the numbers of 

instances i.e. document and features i.e. words are 

large. Most of text classification problems are linearly 

separable. 

 

c. Graph 

        The graph for the products for the range of reviews 

for the overall opinion and the aspects such as color, 

cost and quality are analyzed from the comments posted 

by the user and displayed as output. The graph indicates 

the range of the positive comments for the product and 

the product with highest admiration is identified. 

 

IV. EXPERIMENTAL RESULTS 
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V. CONCLUSION 

       The real time web software to display the overall 

review of the product is executed considering both the 

sentence level and the aspect level together along with 

the processing of the new age emoticons from the 

review. The graph provides both the user and admin a 

view about the product without going through all the 

other comments individually. This paper has explored 

all the formats in which the user can express their view 

on the product. The future work of the paper involves 

processing more emoticons and processing various 

other aspects of a product.  The improvement in the 

lexical level can be made with identifying more positive 

words from the sentences. This can be incorporated in 

various applications where the opinion plays an 

important role. 

 

 


