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ABSTRACT 

In the present days, Brain tumor is an 

epidemic disease that threatens the human life. 

Because, brain tumor is considered as leading 

cancer which increases the mortality among 

children and adults. The main reason behind this 

tragic end is not doing the early screening. 

Magnetic resonance imaging (MRI) technique is 

widely used for early detection of any abnormal 

change in Brain. The manual diagnosis of spatial 

and structural variability of brain tumor is a 

challenging task in the field of medical science 

because of not sufficient domain experts and also a 

time-consuming process. In recent years, many 

computer aided diagnosis for automatic 

classification of brain tumor has been developed. 

Among them, advancement in automatic diagnosis 

of brain tumor using ConvNets presents a novel 

method for brain tumor diagnosis using 

Convolutional Neural Networks (CNN, 

or ConvNets) to provide deeper architecture and 

positive results against over fitting. The proposed 

system obtained’s  DSC, accuracy of 100% and 

provided the better diagnosis of tumor. The method 

obtains accurate results in all three views of MRI 

images, which will help neurosurgeon in fast 

analysis. 

Keyword:  brain tumor classification, 

Convolutional Neural Network, Deep Learning, 

SVM, MRI images. 

  

INTRODUCTION 

Now a day, Brain tumors are life -

threatening because it has significant impact on 

quality of life. Most research on developed 

countries show that the number of people who 

develop brain tumors and die from them has 

increased as much as 300 over past years. An 

estimation of 7,00,000 people in the United States 

are victim of primary brain tumor, and over 79,000 

more people were diagnosed with brain tumor in 

2018. Among them, 55,150 people are suffering 

from benign and 23,830 people are suffered from 

malignant. 

Diagnosis of a brain tumor is done by a 

CT scan (computer tomography scan), magnetic 

resonance imaging (MRI), angiogram and biopsy. 

Magnetic Resonance Imaging (MRI) is employed 

as a precious tool of diagnosing in neurology and 

neurosurgery. The most common MRI sequences 

used are T1-weighted and T2-weighted scans. In 

general, T1- and T2- weighted images are often 

simply differentiated by examining the CSF. CSF 

will be dark on T1- weighted imaging and bright on 

T2-weighted imaging. MRI is examined by 

radiologists based on visual interpretation of the 

films to identify the presence of tumor tissues.  

  Manual detection may become tough once 

radiologists need to analyze more MRI images. So, 

computerized detection methods are developed 

over years. The traditional computerized diagnosis 

consists of several phases like preprocessing, 

https://www.medicinenet.com/mri_scan/article.htm
https://www.medicinenet.com/coronary_angiogram/article.htm
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segmentation, features extraction, feature reduction 

and classification. Several segmentation strategies 

have been used previously. Computerized Tumor 

Boundary Detection using a Hopfield Neural 

Network is initially used to detect the boundary of 

the brain tumor in each image slice [1]. Various 

methods such as adaptive thresholding technique 

and canny edge detection, to detect the change of 

luminance intensity around the tumor in the 

segment of the tumor region, are presented [2 - 5]. 

In the earlier reports, it is reported that the 

histogram based segmentation and Ostu 

binarization provide the better results [6, 7]. 

Sometimes, the tumor is identified as wrong class 

because previous method detects the region that 

includes other matter of tissues as edge. To 

overcome these, relays on segmentation based on 

conditional random field [8], region growing, fuzzy 

C-mean [9], k-mean clustering [10, 11] and wavelet 

transform [12] was adapted. Especially the post 

extraction was performed using SVM, DWT, PCA 

and biologically inspired BWT [13, 14]. 

Another learning approach that has 

successfully applied in brain tumor segmentation 

and classification is Support Vector Machine. SVM 

is well suited for binary classification of images as 

mentioned by many researchers [15-20]. Later to 

obtain better accuracy several kernels SVM is 

preferred [21]. The problem in classifying many 

objects, Neural Network is emerged as a 

classification algorithm to provide the better 

diagnosis as of human brain neurons predict [22]. 

But among Neural Network architectures, Deep 

Learning is preferred [23].  

Deep Learning deals with automatic 

learning of features directly from dataset provided. 

The main motto for the author in the field of deep 

learning is to design the architectures. CNN 

operates over images using kernel filters. Thus, it 

has been used to win several challenges. Recently, 

the authors have investigated various architectures. 

Basic CNN architecture contains subsequent layers 

of convolution, pooling, activation, and fully 

connected. To perform a prediction of an input 

data, the output scores of the final CNN layer are 

connected to loss function [24-27]. Hence, we have 

been inspired by the groundbreaking work of Alex 

Krizhevesky on deep CNNs. In this paper, various 

pretrained imagenet is investigated to find whether 

the pretrained nets which are capable in classify 

new data categories and to train with biomedical 

dataset. It provides the deeper CNNs and use of 

non linearity ReLU after every convolutional layer 

makes the architecture less prone to over-fitting.  

The remaining paper is organized as 

follows. Section II presents the Proposed 

Architecture. Section III describes the dataset and 

evaluation metrics. Section IV provides detail 

explanation on results and discussion. Finally, 

Section V represents the conclusion of the work. 

PROPOSED ARCHITECTURE: 

A CNN is composed of an input layer, an 

output layer, and many hidden layers in between 

them. The hidden layers includes multiple 

convolutional layers, RELU layer i.e. activation 

function, pooling layers and fully connected layer. 

Alexnet architecture consists of five convolutional 

layers, three sub sampling layers and three fully 

connected layers. 
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Fig1: Block Diagram of proposed method 

 

The input of the net is zero normalized 

and is in size of 227 x 227 x 3. The Alexnet input 

layer is set to process RGB image. Preprocessing of 

an image is performed to the dataset images. After 

input layer, Convolutional layer processes with 

multiple kernels of same size are used to extract the 

feature map directly from the image by sliding the 

kernel over the image and computing the dot 

product. The first convolutional layer uses 96 

kernels of size 11x11x3. The width and height of 

the kernel are same as of the number of channels. 

Alexnet uses a different activation function called 

Rectified Linear Unit (ReLU) after every 

convolutional layers. ReLU transforms the 

convolutional layer linear output as non linearity 

data. Using ReLU nonlinearity, deep CNNs can 

provide faster training compare to activation 

function such as tanh and sigmoid. ReLU function 

is given by  

F(x) = max (0,x) 

Max pooling layer such as 3x3 max 

pooling with 2 cells are used after convolutional 

layers of 1, 2 and 5. Max pooling layer will 

downsample the width and height of the images, 

keeping the depth same. The arrangement of 

convolutional and pooling layers reduces the 

number of input features from 154587 to 4096 

before processing fully connected layers. The 

output of third pooling layer is inputted to fully 

connected layers. Processing called Dropout is 

carried out to reduce overfitting after fully 

connected layers. Finally the 4096 neurons are 

carried to softmax function having class labels. 

 

Fig2: Alexnet architecture 
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Table1: Architecture of the CNN. Where CL refers to Convolutional Layer and ML to Max Pooling Layer 

and FC to Fully Connected Layer. 

Layer Type Input 

 

Filter size FC units Stride No of 

filter 

1 CL 227x227x3 11x11x3 0 4x4 96 

2 MPL 55x55x96 3x3 0 2x2 - 

3 CL 27x27x96 5x5x48 0 1x1 256 

4 MPL 27x27x256 3x3 0 2x2 - 

5 CL 13x13x256 3x3x256 0 1x1 384 

6 CL 13x13x384 3x3x192 0 1x1 384 

7 CL 13x13x384 3x3x192 0 1x1 256 

8 MPL 13x13x256 3x3 0 2x2 0 

9 FC 6x6x256 0 4096 0 0 

10 FC 4096 0 4096 0 0 

11 FC 4096 0 2 0 0 

 

EXPERIMENTAL SETUP: 

DATABASE: 

The proposed method was validated on 

both the T1 and T2 weighted MRI images dataset. 

The first set of dataset based on T2 weight MRI 

images are used to compare proposed method with 

traditional method for classification of tumor as 

begnin and malignant. The dataset comprises of 18 

MRI images whereas 9 are begnin tumor and 

remaining 9 images are malignant. Training set 

contains 6 begnin and 6 malignant tumor MRI 

images. Second set of dataset contains T1-weighted 

contrast-enhanced images from various patients 

with three kinds of brain tumor: meningioma, 

glioma and pituitary tumor. The dataset are from 

figshare. From that dataset, 100 meningioma, 100 

glioma and 100 pituitary tumor MRI images used 

for evaluating the proposed architecture’s 

efficiency. Training dataset consists of 70 

meningioma, 70 glioma and 70 pituitary tumor 

MRI images. 

 

 

 
 

(a) 

 
 

(b) 

 

Figure3: Sample images in dataset (a) Private data (b) Figshare dataset. 
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EVALUATION: 

The evaluation of the segmentation is based on four metrics: Dice Similarity Coefficient (DSC), Accuracy, 

Sensitivity and Positive Predictive Value (PPV). 

 

Table2: Evaluation Metrics with their respective mathematical formula. Where TP,FP,TN and FN are the 

numbers of true positive, numbers of false positive, numbers of true negative and numbers of false negative 

prediction. 

Evaluation Metrics Mathematical formula 

 

Dice Similarity Coefficient(DSC) DSC=2TP/(FP+2TP+FN) 

 

Accuracy(ACC) ACC = (TP+TN)/ (TP+TN+FP+FN) 

 

Sensitivity(SN) SN = TP/ (TP+FN) = TP/P 

 

Positive Predictive Value(PPV) PREC=TP/(TP+FP) 

 

 

EXPERIMENTAL RESULTS AND DISCUSSION: 

In this section, examination of the 

diagnosis result of brain tumor of type begnin and 

malignant using Alexnet architecture is undergone. 

Consequently, the results of deep learning are 

compared with the traditional system using SVM. 

Finally proposed system’s result of second dataset 

containing three types of brain tumor is reported. 

The entire processes are carried out on software 

MATLAB version 2018 a. 

  Segmentation and Classification of Brain 

MRI Image initiates when the specialist needs to 

diagnosis the brain MRI image of the patient 

having tumor. The entire process starts by loading 

the testing MRI image using the MatLAB 

command uigetfile. The Alexnet is trained with 

some of the brain tumor MRI images. The test 

image and training images are sized to be in 

227x227x3 dimensions. The training options used 

for training the dataset to imagenet are shown in 

the table. After training, the test results are reported 

as shown in the table3.  

 

Table3: Proposed method Training Hyper parameters and efficiency of training process. First three columns 

shows the hyper parameters and remaining three columns shows the efficiency of training. 

 Epoch Iteration Base Learning 

Rate 

Time 

Elapsed(seconds) 

Mini –batch 

Loss 

Mini- batch 

Accuracy 

1 1 1.00e-04 122.86 0.8868 50% 

15 15 1.00e-04 987.15 0.0082 100% 

  

The system performance of CNN such as DSC, 

PPV, Accuracy and Sensitivity are evaluated after 

running system for all the images in the dataset and 

100% result is obtained. Hence, the results are 

compared with the traditional method. The method 

involves the segmentation by thresholding, features 

are extracted by the using Discrete Wavelet 

Transform and Principal Analysis Component and 

finally classified using Support Vector Machine 

(SVM). The 13 feature values extracted from the 
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image are  Contrast, Correlation, Energy, 

Homogeneity, Mean, Standard Deviation, Entropy, 

RMS, Variance, Smoothness, Kurtosis, Skewness 

and IDM with help of GLCM( gray level co 

variance matrix ). The some of the features values 

extracted for training images are listed in the 

table4. 

 

Table 4: Features obtained for training tumor images. Where B1, B2, B3 are begnin tumor images and 

M1, M2 and M3 are malignant tumor images. 

Feature/image B1 B2 B3 M1 M2 M3 

Contrast 0.3383 0.2326 0.1923 0.3558 0.3072 0.2261 

Correlation 0.1451 0.1376 0.1158 0.1276 0.1026 0.0799 

Energy 0.8842 0.8339 0.7857 0.8808 0.8557 0.8261 

Homogeneity 0.9658 0.9523 0.9416 0.9641 0.9583 0.9512 

Mean 0.0042 0.0019 0.0035 0.0051 0.0031 0.0023 

Standard Deviation 0.0810 0.0811 0.0810 0.0810 0.0811 0.0811 

Entropy 1.7492 2.8679 3.0937 1.9036 2.1424 2.7752 

RMS 0.0811 0.0811 0.0811 0.0811 0.0811 0.0811 

Variance 0.0066 0.0066 0.0066 0.0066 0.0066 0.0066 

Smoothness 0.9594 0.9153 0.9523 0.9660 0.9460 0.9278 

Kurtosis 45.5213 16.7751 7.9450 46.3076 28.4879 12.8849 

Skewness 3.7531 1.2335 0.06354 3.9199 2.4350 1.1327 

IDM 8.9147 0.6901 -0.8152 4.6068 0.5780 -0.2692 

 

The segmentation results are shown in the 

figure 4(a)-(d). After segmentation of tumor, 

classification process begins by calculating the 

feature values of testing image. The testing image 

is compared with the training image’s feature value 

using linear SVM technique. The training images 

feature values are already trained to SVM using 

Fitcsvm function in MatLAB. If the training and 

testing images are matched, the tumor name will be 

displayed in as shown in figure 4(e). The proposed 

traditional method achieved a classification 

accuracy of 77.78%, Sensitivity of 77.78% and 

specificity of 77.78%. The area is estimated for all 

Brain MRI images in the dataset. 

  

 

 

 

 

 

 

 

 

 

(a) (b) (c) (d) (e) 

Fig4: Screenshot results for automatic diagnosis of traditional method in MATLAB: begnin tumor a) MRI 

brain image b) Preprocessed image c) Binary image using threshold d)Segmented tumor image using canny 

edge detection e) Classification result image. 

Note if the loaded test image is of type begnin tumor output in the screenshot will be begnin or else 

output display will be malignant tumor. 
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Table5: Comparison result of both traditional (SVM) and proposed (CNN) method. 

Measure Notation Calculated Value 

SVM CNN 

Total testing images Test 18 18 

Number of Training images  Train 12 12 

True Positive TP 7 9 

False Positive FP 2 0 

True Negative TN 7 9 

False Negative FN 2 0 

Accuracy ACC 0.7778   100 

Sensitivity, True positive rate and Recall SN 0.7778 100 

Precision, Positive predictive value PREC 0.7778 100 

Dice Similarity Coefficient DSC 07.778 100 

 

The table5 shows the comparison of 

traditional and proposed method.  

From this table, it proves that the CNN provides 

the better results on image classification. Then the 

proposed system is also validated on second dataset 

provided. In this, classifying three types of tumor 

such as meningioma, glioma and pituitary tumor is 

carried with dataset containing 100 images each. 

The training process is completed within 5 minutes 

for dataset results are shown in table 6. 

 

Table6: Proposed method Training Hyper parameters and efficiency of training process on second dataset. 

First three columns shows the hyper parameters and remaining three columns shows the efficiency of 

training. 

Epoch Iteration Base Learning 

Rate 

Time Elapsed(h.m.s) Mini –batch 

Loss 

Mini- batch 

Accuracy 

1 1 1.00e-04 00.00.20 1.4692 27.34 

15 15 1.00e-04 00.05.01 0.2944 89.84 

    (a) 

Epoch Iteration Base Learning 

Rate 

Time Elapsed(h.m.s) Mini –batch 

Loss 

Mini- batch 

Accuracy 

1 1 1.00e-04 00.00.19 1.1515 45.44% 

15 15 1.00e-04 00.05.01 0.2011 92.19% 

(b) 

 

CONCLUSION 

The proposed system provides a novel 

idea called Advancement in Automatic Diagnosis 

of Brain Tumor using ConvNet to distinguish type 

of tumor using MRI. To avoid manual errors, 

automatic classification using ConvNet and 

Support Vector Machine (SVM) has been used in 

this work. Among them, ConvNet provides the 

better result compared to the traditional method. 

The performance of the system is evaluated and 

obtained the Accuracy, Dice, Sensitivity and 

Specificity of 100%. The proposed system shows 

accurate classification of tumor type from various 

patients acquired in all views of MRI images.  
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