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Abstract — This paper reports the collective review on the 

proposals from the literatures related to image 

enhancement in outdoor scenes. Images captured in natural 

environment are subject to bad weather conditions 

including haze, mist and fog which would spoil the 

appearance of images. Edge, contrast and brightness are 

the features usually affected in an image because the fog 

pixels blur total scene and spoil the edges.  Since the 

quality of images is ruined, they turn to be useless for any 

type of evaluation.  This problem is very serious in online 

applications not limited to driving assistance, satellite 

imageries and defense applications. Therefore, a thorough 

conceptual study on all the existing methods to mitigate the 

haze in the images had been presented in this paper. 

Results from earlier works were compared based on the 

Peak Signal to Noise ratio, Structural Similarity index 

metric, Percentage of saturated pixels, Visible Edges ratio, 

and Perceptual haze density metrics.  Ultimately, few 

suggestions to improve the dehazing performance have 

been presented. 

Keywords — Image enhancement, Fog removal, driving 

assistance, chaos and Road traffic images  

I. INTRODUCTION 

Acquiring indoor images is pretty simple and 

mostly does not involve any post processing. The 

same is very critical in outdoor imaging, since the 

light from the scene element is scattered due to natural 

or artificial light sources. So, quality of images 

acquired at outdoor is highly dependent on 

atmospheric conditions. Moreover, the variation in 

contrast is an exponential decay through the depth of 

the image. Prevailing intelligent methods for 

surveillance, recognition, navigation and classification 

based on image processing exist at the mercy of 

quality features hidden in an image. Hence, it is vital 

to enhance the images prior to using the images for 

needy applications.  

This survey is envisioned to present the existing 

enhancement algorithms in spatial domain, time 

domain and frequency domain along with its strengths 

and weaknesses. Of course, enhancement would mean 

any one or all of the parameters such as; Brightness, 

Contrast, Color, Edges, Blur etc. It is widely seen that 

the researchers had focused on appropriate algorithms 

only to specific applications to enhance the image 

content. Nonetheless, most of the dehazing algorithms 

contain the sequence as mentioned in Fig. 1. The steps 

include depth map estimation, atmospheric light and 

transmission map estimation, refinement of depth 

map, restoration model estimation and recovery of 

haze free image.  

This review paper has been organized as follows. 

Section II presents clear picture on how the images are 

degraded based on the atmospheric conditions. 

Section III offers discussion on existing popular 

dehazing algorithms along with merits and demerits 

observed on those research works. Section IV narrates 

the metrics conventionally used in de-hazing 

algorithms along with newly proposed metrics. 

Section V gives a conclusive remarks and future 

enhancements to be carried out. 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Fig. 1 Sequence of dehazing operations  

II. IMAGE DEGRADATION MODEL 

A. Origin of image degradation 

Prior to disclose the image degradation model, it is 

essential to review the source atmospheric conditions 

responsible for degradation. There exist two poor 

weather conditions: Steady and Dynamic conditions 

[1]. Haze, fog and mist are caused due to the 

atmospheric particle of sizes 1-10 μ.m. The case is 
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still severe due to rain and snow where the particle 

sizes are in the range of 1-100 μ.m for moderate rains 

[2]. The illumination effect at a pixel of interest is 

bound to the atmospheric particle or rain droplets 

within the solid angle of the pixel.  

Table 1 Particle size variation 

Poor Weather 

condition 
Environments 

Particle size 

(μm) 

Static  Haze, Fog, Mist 1-10 

Dynamic Rain, Snow 1-100 

 

As seen in Fig. 2, the light received by the imaging 

system is an integrated effect of light from the scene 

element and the illumination from natural or artificial 

source. Since the atmospheric particles exist between 

the camera and the scene, they tend to scatter the light 

in various directions. Hence, the intensity of light 

reaching the camera decays exponentially as the scene 

depth increases [3]. 

Road traffic images, underwater images, natural 

scene images are prone to acquire more haze effects 

than the indoor images.   

 

 

 

 

 

 

 

 

Fig. 2 Outdoor image capturing phenomena 

 

B. Scene Depth Estimation 

The following are the models seen in earlier 

literatures 

 

 

 

 

 

 

 

 

 

Fig. 3 Scattering mechanism 

 

𝐼𝑚𝑔(𝑘) =  𝐽𝑠𝑟 (𝑘) 𝑀𝑡𝑥 (𝑘) + 𝐺𝑎𝑙 (1 − 𝑀𝑡𝑥 (𝑘))   (1) 

 

Where, Img is the intensity of the image as seen by the 

viewer, Jsr indicates the radiance of the scene, k 

represents the position of the pixel and Gal points out 

the global atmospheric light. Mtx specifies diminishing 

portion of light reaching observing point, whose 

magnitude is an exponential decline, based on the 

distance between the observing point and the scene 

point as given in Equation (2). This is called as 

transmission map. 

𝑀𝑡𝑥 (𝑘) = 𝑒−𝛽𝑑(𝑘)                              (2) 

Where, β is the scattering coefficient and d is the 

distance between the scene and the camera at pixel 

location k. 

 

 Of course, this portion of light is not scattered by any 

external particles and reaches the camera directly [4]. 

This mathematical formulation is usually agreed for 

the digital images captured from natural outdoor 

scenes. It is apparent that the concept behind the 

removal of haze is to obtain Jsr from perceived image 

intensity  Img, estimated atmospheric light Gal and 

transmission map Mtx. Equation (1)  shown above is 

popularly understood as Koschmiedar’s Law as given 

in [5], [6] and [7].  

 In [4], Fattal introduced an enhanced mathematical 

model to describe the formation of image using 

parameter namely, surface albedo (Sac). The term Jsr is 

replaced with Sac × Sf where, Sac is related to amount 

of light reflected from a surface given by the ratio of 

radiant flux leaving the surface to the irradiance 

[62],[63] and Sf is the shading factor. In this model, 

difficulties experienced in conventional single image 

de-hazing methods have been overcome by solving for 

shading and transmission functions. The same 

principle is used to estimate the atmospheric light 

also.  

It is difficult to estimate the amount of light 

absorbed in the medium and the depth of the observed 

scene. However, these parameters highly affect the 

transmission Mtx. Therefore, an alternate method is 

found where atmospheric veil Aveil(k)=Gal(1−Mtx(k)) 

was introduced. Therefore, mathematical model to 

form an image is rewritten as follows 

𝐼𝑚𝑔(𝑘) =  𝐽𝑠𝑟 (𝑘) (1 −
𝐴𝑣𝑒𝑖𝑙 (𝑘)

𝐺𝑎𝑙
) +  𝐴𝑣𝑒𝑖𝑙 (𝑘)    (3) 

In [39], prior to perform visibility restoration, 

white balance was initially done by replacing the 

pixels with local image averages after the observed 

image Img was normalized. Therefore, in Equation (4), 

Aveil(k) is essential instead of Mtx for image 

enhancement. 

In [8], estimation of transmission Mtx and 

atmospheric light Gal is done based on evaluating the 

Dark Channel Prior (DCP). The parameter DCP is 
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calculated using the pixels whose gray levels are near 

to zero or typically zero in at least any one the color 

layers R, G, and B in the haze free images. The DCP 

Jdc is estimated using two minimum commutative 

operators as follows.   

𝐽𝑑𝑐 = min𝑧∈𝑂(𝑘)(min𝑐𝑐∈𝑅𝐺𝐵( 𝐽𝑠𝑟
𝑐𝑐))            (4) 

 

Where, cc in Equation (4) is a color layer of Jsr 

and O(k) is a local region centered at k.  

In [9], scene depth Idepth(k) was estimated using 

Color Attenuation prior (CAP) while discarding the 

transmission Mtx(k), by Zhu et al. A linear relationship 

was constructed with scene brightness Sbt(k), 

saturation Ist(k) and random error likely to be added as 

given below.  

𝐼𝑑𝑒𝑝𝑡ℎ(𝑘) = 𝐿𝐶0 + 𝐿𝐶1𝑆𝑏 (𝑘) + 𝐿𝐶2𝐼𝑠𝑡 (𝑘) + 𝑅𝑟(𝑘)   

(5) 

Where, LC0, LC1 and LC2 are three unknown 

linear coefficients chosen to be 0.12, 0.95 and 0.78 

respectively obtained using maximum likelihood 

based supervised learning method. Rr is the random 

error with a Gaussian density, which gives Rr(k) ∈ 

N(0,σ2). Furthermore, 500 haze-free images were 

used in [9] as the training samples to estimate the 

constants in the Equation (5) along with mean of the 

normal distribution,  μ = 0.04. 

C. Transmission Map Estimation 

As mentioned in [10], it is good to propose 

appropriate priors to evaluate the transmission map to 

obtain the haze free image. Three types of prior are 

seen: similarity prior, local prior and global prior.  

Though Similarity prior is popular, it is inaccurate 

due to its dependency on dictionary model created 

using sample images using data driven hypothesis 

[11]-[16]. Similarity prior resulted in reconstruction 

defects due to unrealistic extension of scene structure.  

Global prior had attracted the research community 

due to its stringent mathematical base. As the name 

specifies, this type of prior is calculated for the whole 

of the image instead of local region in an image. This 

approach is divided into two groups. The first group 

relies on the method of assuming the image to be a 

continuous function space with an ability to measure 

the global regulatory. Dehazing algorithms emerged 

out of this prior uses a total variation minimization 

[17].  The second group of global prior is related to 

statistical distribution. This approach had been used in 

[18], where Bayesian statistical prior estimated both 

albedo and depth from a single frame. However, the 

result was an over enhancement.  Similarly, [9] was 

also not compromising due to large depth jumps, 

when global color attenuation prior was used.  

While observing the global and similarity prior, it 

is transparent that poor results are due to the 

negligence of the local features.  Anyhow, works in 

[19] also resulted in over enhancement and look 

unnatural while using the local features. Researchers 

in [4] and [20] modeled the pixels of a haze image as a 

Markov Random Field (MRF) while applying the 

planar constraints. Similar work had been done in [21] 

where depth estimation was done using fusion 

method. The problem was handled as minimization of 

local energy where the variables have dependencies 

based on Spatial Markov model.   It is common in 

image processing to make use of filters to remove the 

unwanted frequency bands. Such filtering approaches 

had been done in [22]-[24] to calculate the 

transmission map.  He et al, in [8] offered an efficient 

enhancement through improved evaluation of 

transmission map for open-air colored RGB images. 

Among all the aforementioned techniques, the Dark 

Channel Prior ranked top. Authors of [25], [26] used a 

local prior to estimate a depth propagation framework 

for circumstances in which the dark channel prior was 

ambiguous.  A simplified dark channel prior, lowest 

level channel prior had been used in [27]. But, the 

result was halo artifacts especially for neighbors of 

edge pixels when min filter was used.  Hence, bilateral 

filter was used to solve the problem. 

D. Depth Map Refinement  

 Refining the depth map reference is governed by 

Equation (6) 

𝑀𝑡𝑥
̅̅ ̅̅ ̅ = 1 −

𝐴𝑣𝑒𝑖𝑙

𝐺𝑎𝑙
𝑐𝑐                         (6) 

Where,  

𝐺𝑎𝑙 = max𝑧∈𝐼𝑚𝑔
(min𝑧∈𝑂(𝑘)( 𝐼𝑧

𝑐𝑐))           (7) 

E. Restoring the original scene image 

Restoring the original scene in the image is done 

based on the following Equation (8). 

𝐽𝑠𝑟(𝑘) =
𝐼𝑚𝑔(𝑘)−𝐺𝑎𝑙

𝑚𝑎𝑥(𝑀𝑡𝑥(𝑘),𝐿𝑏)
+  𝐺𝑎𝑙                 (8) 

III. EXISTING DEHAZING ALGORITHMS 

Research works done in [28]-[32] focused on 

contrast restoration but required multi temporal 

images. This would not be suitable for real time 

applications, because real time applications would not 

have the original scene images.  

Reference [33] had used simple fusion method to 

obtain a better image. Multiple images of same scene 

were fused in wavelet domain and finally performed 

the inverse wavelet transforms. Anyhow, the method 

failed to account the amount of scattering due to 

which the image had been degraded. Narasimhan & 

Nayar in [34], proposed a dichromatic atmospheric 

scattering model. Based on this model, color 

deviations  in the image subject to dissimilar weather 

conditions were observed as given in [35]. Clear day 

scene colors were estimated by computing 3D 

structure from two or more bad images [36]. Anyhow, 

the major drawback is their negligence on the 

atmospheric scattering properties due to change in 
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wavelength of light. Additional problem is ambiguous 

scene points when it matches with color of fog.  Due 

to this, scene pixels will be removed along with fog 

pixels.  Narasimhan & Nayar in [37] presented a 

physic based model that could describe well the scene 

structure. This method never needed any a-priori 

scene structure and specific knowledge on weather 

conditions.  However, structure computation required 

two images with similar daylight spectra but with 

different weather conditions. 

Works done in [38] reports on the evaluation of 

the weather conditions and obtained an approximate 

three dimensional geometrical view of the image 

scene, which is given a-priori and further refined 

during the restoration process. Though [39] had 

implemented faster algorithm for real time 

applications, it could not differentiate white objects 

and the fog. 

A method of fog estimation was done in [40] to 

eliminate the visibility loss in camera based driver 

assistance systems. Then, contrast was restored using 

flat-word assumption on the segmented free space for 

the road scene shown in Fig. 4. Based on efficient 3D 

estimation, Road marking, Road sign extraction and 

Road obstacle detection had been tested on real time 

images instead of synthetic images. However, this 

work could not handle all road traffic scenes. 

 

 

 

 

 

 

Fig. 4 Road traffic scene 
 

Anisotropic diffusion based fog removal was 

attempted in [41]. The first mathematical model based 

on non-linear anisotropic diffusion was introduced by 

Perona & Malik in [42]. In this method, image content 

is selectively smoothened with a primary task of edge 

protection. The whole of the diffusion process is well 

governed by the partial differential equation (PDE).  

The algorithm was valid for grey and color images. It 

was found that the computation time was reduced 

further while HSI (Hue, Saturation and Intensity) 

model images were tested. The outcome of the 

research was found to be independent of fog density 

and user. The simulation results could be compatible 

with prior state-of-the-art algorithms based on contrast 

gain, computation time and percentage of saturated 

pixels [43].  

Reference [44] introduced a concept of 

transmission map in modified version. Multiphase 

level set formulation was used to generate the map. 

Furthermore, ambient light intensity was also 

measured.  The method could preserve the color in 

consecutive video frames based on the temporal 

difference ratio of HSV (Hue, Saturation and Value) 

color channels. Hence, the algorithm is suitable for 

defogging along with color correction. Consumer 

video surveillance systems could inevitably use this 

algorithm to mitigate the atmospheric artifacts.  

A nearly real-time algorithm was developed by 

Gibson et al., [45] which could operate in fractions of 

a second. Earlier literatures offered either fog removal 

or turbulence removal but not both simultaneously.  

This work succeeded in bringing up a new algorithm 

namely; Contrast Enhancement and Turbulence 

Mitigation (CETM) utilized the inference from 

contrast enhancement to improve the turbulence 

removal. Further, temporal consistency had been 

verified with Turbulence Mitigation Metric (TMM).  

Filter based approach had been used in [46].  The 

approach was subdivided into several tasks including 

depth and color estimation. These estimations were 

finally used for visibility restoration. Median filter 

was implemented for depth estimation along with 

adaptive gamma correction.  While doing gamma 

correction, halo effects were avoided in images with 

complex structural information.  Color analysis 

module was used to estimate the actual color 

information of the input blurred image. Though, single 

image dehazing is tough,, the proposal could perform 

better color details than the existing state-of-art 

algorithms  

Yet another method found [47], for defogging the 

image while utilizing single image. Atmospheric 

scattering model was used from which atmospheric 

veil was estimated through local extrema method. 

Tone and contrast were adjusted through multi-scale 

tone manipulation algorithm. This algorithm could 

produce better results both by visibility and color 

information. 

Dong et al., researched in [48] in single frame 

infrared target retrieval under bad weather conditions 

especially strong ocean waves and sea fog. The 

respective authors revised the Visual Attention Model 

(VAM) and integrated with anti-vibration pipeline-

filtering algorithm (a multi frame clutter removal 

method) to detect the weak targets seen on image 

borders. An automatic extraction of Saliency Map 

(SM) followed by background clutter suppression 

could yield better visual experience than the existing 

results in different weather conditions, especially for 

maritime targets.  

He et al, in [10] could obtain better results without 

using the ground truth images, by estimating the 

optimal transmission map from haze image only. In 

order to re-alter the initial transmission map, 

difference structure-preservation dictionary was 

utilized to preserve the vital steady features of the 

transmission map. 

 

http://www.ijettjournal.org/


International Journal of Engineering Trends and Technology (IJETT- Scopus Indexed) – Special Issues - ICT 2020 
 

ISSN: 2231-5381                                 http://www.ijettjournal.org                                  Page 94 

IV. METRICS 

Various metrics related to dehazing performance is 

evaluated under two cases as reported below.  

A. Known Ground Truth 

 

1) Mean Square Error  

 

𝑀𝑆𝐸 =  
1

𝑚×𝑛
∑ ∑ [𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)]2𝑛−1

𝑗=0
𝑚−1
𝑖=0      (8) 

 

Where, I(i,j) is the gray level of the ground truth 

image and K(i,j) is the gray level of  the haze free 

image. 

 

2) Peak Signal to Noise Ratio (PSNR) 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 (
2552

𝑀𝑆𝐸
)                   (9) 

 

3) Structural Similarity Index metric (SSIM) 

 

SSIM (i,j) = (
2𝜇𝑖𝜇𝑗+𝑐1

𝜇𝑖
2+𝜇𝑗

2+𝑐1
) (

2𝜇𝑝𝑞+𝑐2

𝜎𝑖
2+𝜎𝑗

2+𝑐2
)        (10) 

 

Where, i,j represents the pixel coordinates. The terms,  

μi, μj, 𝜎𝑖
2 and 𝜎𝑗

2 are means and variances of i
th

 and 

j
th

 pixel  respectively. Cross-covariance between 

pixels of i
th

 and j
th

 location is denoted as σij. The 

default values for c1 and c2 are 0.01 and 0.03 

respectively. 

 

4) Figure of Merit (FOM) 

 

This metric can be used to obtain the edge shifts due 

to improper reconstruction of the images especially in 

the encryption and compression domain.  FOM is 

calculated between the original haze free image and 

the enhanced haze removed image as given in 

Equation (11). 

 

𝑅 =
1

𝐼𝑛
∑

1

1+𝛼𝑑2

𝐼𝐴
𝑖=1                          (11) 

 

Where,  

In= max (II ,IA),  II=number of ground truth edge 

points, IA=number of haze free edge points, 

d=displacement of haze free edge points from ground 

truth edge,α = scaling constant 

 

B. Unknown Ground Truth 

1) Percentage of saturated pixels 

 

Percentage of saturated pixels (τ) as mentioned in 

[43] reveals on the quality of image whether the 

enhanced images are over brightened or over 

contrasted due to the saturation of pixel values when 

processed using some algorithms. It is 

mathematically represented and computed as follows 

[49] 

 

𝜏 =
𝑆

𝑚×𝑛
                                        (12) 

 

Where, S denotes the pixel count whose value 

reaches either 0 or 255 for completely black or white 

respectively in 8 bit quantized images after the haze 

removal techniques, which were not present in the 

input hazy image. The lower value of τ is appreciable 

for better dehazing performance 

 

2) Visible edges ratio 

 

The ratio of new visible edges (e) and ratio of 

average gradient (�̅�) are also utilized to monitor the 

dehazing performance. The e represents the improved 

rate of visible edges of haze free images, and is 

calculated as given in [50].  

 

𝑒 =
𝑛𝑘−𝑛𝑙

𝑛𝑙
                                    (13) 

 

Where, the number of vital visible edges in the haze 

image I are denoted by nk and that of the haze free 

image K is represented by nl. The higher value of e 

emphasizes the obtained edges are stronger in haze 

removed images. To calculate  𝑟,̅  rate of change of 

edge pixels intensities are used to find the restoration 

degree of both edges and texture content of the 

original scene. �̅� is depicted as follows:  

�̅� = 𝑒
[

1

𝑛𝑘
∑ 𝑙𝑜𝑔𝑟𝑖𝑖⋵𝛷𝑘

]
                         (14) 

 

Where, 𝑟𝑖 =
𝛻𝑘

𝛻𝑙
 , 𝛻k and 𝛻l are the gradients of edges k  

and  l respectively, and ri indicates the overall quality 

of the set of visible edges of K. A better protection of 

edges is ensured through the higher values of �̅�  than 

the existing methods. 

 

3) Perceptual Haze density  

 

It is essential to know the amount of residual haze 

still present in the recovered image after dehazing. In 

[51], haze density prediction is done using several 

statistical features. The input image divided into 

blocks of size M x M and aggregate mean values are 

computed. Features such as variance, sharpness, 

contrast energy, image entropy, dark channel prior, 

color saturation, colorfulness etc are calculated by 

utilizing all the blocks of size M x M. A distance 

metric, especially Mahalanobis distance D is applied 

on the aforementioned features as given below.   

 

𝐷 = √(𝑚1 − 𝑚2)𝑡 (
𝐶1+𝐶2

2
)

−1
(𝑣1 − 𝑣2)       (16) 

 

where, m1 and m2 are mean vectors and C1 and C2 are 

covariance matrices for Multivariate Gaussian 

(MVG) model of the haze free quantity and MVG fit 

of the haze image. MVG fit is mathematically 

calculated as shown below. 
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𝑃(𝑠) =  
1

√2𝜋𝑛 𝑚𝑜𝑑(𝐷)
exp(−0.5 × (𝑠 − 𝜇)𝑡𝐶−1) (𝑠 −

𝜇))    (15) 

Where, s denotes the statistical features, μ represents 

mean and n × n represents the covariance matrix of 

different hazy features. Also, D represents 

determinant and C
−1

 depicts the covariance matrix 

inverse for MVG derived using maximum likelihood 

(ML) method [53].  

 

The results and performance analysis on dehazing 

methods from specific literatures have been presented 

below. 

 

 

 

 

 

 

 

 

Fig. 5 Dehazing comparison [10] 

(a) in figures are displayed, the results of (b)-(i) 

are obtained [4],[19], [8],[1],  [5], [20], [59], 

[10]. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 MSE and SSIM comparison [10] 

C. Significance of dehazing Methods 

1) Indoor scenes  

Images acquired in indoor using drones or 

images from fixed cameras could yield hazy images 

due to scattering by indoor lightings. Hence it is vital 

to enhance the images acquired in common life 

scenario and domestic functions to capture the life 

moments with good quality images [54].  

2) Outdoor Road, Train and Air traffic scenes 

 It is always difficult to drive the vehicles in 

misty climate especially during the bad weather 

conditions.  Adding the driver assistance systems in 

automobiles are trending in recent days due to 

reasonable expectation from the common users for a 

safety drive.  The same scenario is applicable to 

railways and aviation traffic to avoid train collisions 

due to haze in vision [55]. 

3) Underwater scenes  

The focal role in ocean engineering is to 

explore the life under water to access the geological 

and biological environments. Hence, dehazing under 

water images would help the related community to 

obtain relevant benefits [56],[57].   

4)  Remote sensing  

Images acquired from satellites for the purpose 

of weather forecasting require good attention on 

extracting the true information in the image [58].  

D. Expectations 

An ideal expectation from a dehazing algorithm is 

presented below.  

1) Single image: Reference images such as 

Ground truth images and Multi-temporal images 

would increase processing time. Hence, Dehazing  is 

required to be done with single image.  

2) Fully automatic: The constructed dehazing 

method should not need any manual inputs or human 

assistance. Also, manual tuning never to be 

encouraged in such systems as it would fetch 

inescapable human errors. 

3) Independent from constant values: 
Mathematical model of dehazing proposals are 

expected to be free from constants involved in the 

equations. These constants may not be suitable for all 

images containing distinct scenes [9].  

4) Fast: The processing speed is very critical in 

case of videos from real time moving scenes. 

Processing time of 1.52 s to 6.47 s is commonly seen 

[8], [39], [54]. Time of processing less than 1 s would 

be highly appreciated.  

5) Wide operational range of image intensity, 

color and size:  The system is expected to handle 

wide range of image sizes as it is directly 

proportional to the processing time.  Dehazing should 

be robust even when the object intensity or color is 

matching with the haze pixels. 

 

Table 2. Qualitative comparison of Fig. 5 

 
  [4] [19] [8] [7] [20] [18] [59] [10] 

Building 

e -0.06 -0.14 0.06 0.05 0.07 -0.01 0.04 0.04 

τ 0.09 0.02 0.00 0.00 0.00 0.46 0.00 0.01 

�̅� 
1.32 2.34 1.42 1.42 1.88 1.81 1.86 1.73 

Landscape 

e 0.04 0.08 0.08 0.09 0.02 0.11 0.03 0.05 

τ 0.02 0.01 0.01 0.00 0.00 0.71 0.31 0.15 

�̅� 
1.23 2.28 1.33 1.62 2.09 1.79 1.83 1.82 

Person 

e 0.05 -0.03 0.03 0.05 0.04 0.12 0.10 0.11 

τ 0.03 0.02 0.01 0.00 0.01 0.41 0.25 0.27 

�̅� 
1.15 2.32 1.52 1.52 2.22 2.19 1.93 2.04 
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V. CONCLUSION AND RECOMMENDATIONS 

In this survey, existing model of image 

degradation due to bad weather has been studied. 

Various restoration methods have been discussed 

while pointing both merits and demerits of those 

methods. It is understood that restoration fully 

depends on efficient retrieval of depth map and 

transmission map properly. No method is applicable 

globally for all types of haze images. Several 

algorithms could overestimate the restoration model 

instead the actual ground truth. The specific literatures 

[59], [60] and [61] have discussed on high speed 

dehazing constraints. Therefore, computation time of 

the proposed algorithm is to be compared with 

aforementioned research works. Most of the works 

were carried out with simulations and only few works 

have been tried with real camera based acquisition. It 

is suggested to conduct the further researches to 

improve the performance shown in Table 2, based on 

Statistics and Chaos based Atmospheric unveiling 

method (SCAUM) which would resemble the 

following steps. 

1. Calculation of Mutual Information, Kurtosis, 

Skewness, Standard deviation on image scene. 

2. Calculation of chaotic parameters namely, 

Kolmogorov-Sinai Entropy density and Kolmogorov-

Sinai Entropy generality. 

3. To calculate the atmospheric veil along with 

corrections based on the external light, light scattering 

effects and the parameters are used from step 1 and 

step 2. 

Further recommendation is to design unveiling 

process based on Mutual information and correlation 

coefficients using Fog identification-Then-Unveiling 

(FITU). This method is expected to reduce the 

ambiguity in differentiating the fog pixels and actual 

objects in the scene. In order to optimize the 

performance of SCAUM and FITU, fuzzy logic and 

Differential Evolution (DE) methods may be utilized 

to reduce the error metrics. Various metrics related to 

dehazing performance is evaluated under two cases as 

reported below.  
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